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Motivation

= one-dimensional spring with resting length zero Tt
= one end pointisfixedat x =0 F}
» for the second point, m =1 and F; = —kxy o0

= explicit Euler integration
Li+h — Tt + h’Ut Lt 2

veen = v — hkz, \ /\ /\ /\ A /
VY \/

Jk=10,h =0.01
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Motivation

= Euler-Cromer Tt
Tiyn = Tp+ hvggy
Ut+h = Ut — hkxt

1k =10,h=0.01

= explicit Euler Tt
(with damping) \
_ R A N t
Lt+h — Ty + h’Ut ] \/ t
Virh = U — hkxy — hryv
1k=10,h =001, =1
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State Transformation

= explicit Euler integration
Lt+h — Tt -+ hUt Ut+h — Ut — ]’Lkﬂ?t

T
= state vector uy = ( 2 v )

= integration can be seen as a transformation applied to u;
= explicit Euler (without damping)

1 h
ut—l—h:Aut: ( _hEk 1 )Ut

= explicit Euler (with damping)
1 h
ut-}-h:Aut:(_hk; 1—h’y>Ut
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Approximation Error

= arbitrary integration schemes transform a state u

of a system from time ¢t to time ¢t + h
Uirp = Aug

= successive application of A results in a sequence
Uy, Ut hy Ut 2R, - - -

= this sequence approximates the correct solution
Ut + €¢, Ut h T+ €¢hy Wgt2h T €442h; - - -

= ¢; are errors introduced by the integration scheme
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Amplification Matrix

= We have Witp + €Ei4p = A(llt + Et)

s if Aislinear wgip +e0n = Au+ Ag
etrn = Ge = Aeg
= if A isnon-linear
Win +e€rn = Alup+6) =~ Aug + 354111:15 €
eirn = G = 8§;:t €¢

= G isthe amplification matrix
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Stability

= if the repeated multiplication of G with any previously
introduced approximation error e; is diverging, the
integration scheme is unstable

= remember:
a FDE is stable, if previously introduced errors
do not grow within a simulation step

= approximation errors are introduced in each integration
step, however, if previously introduced errors are not
amplified by the integration scheme, then it is stable

University of Freiburg — Computer Science Department — Computer Graphics - 10



Outline

= Mmotivation

= numerical integration as a transformation
= eigenanalysis

= examples

= discussion

University of Freiburg — Computer Science Department — Computer Graphics - 11



Eigenanalysis

= an eigenvector v of a matrix G is a nonzero vector

that is scaled by a scalar A when G is applied to it
Gv = \v

= )\ isan eigenvalue of G

= if visan eigenvector, av is also an eigenvector
G(av) = aGv = Aav
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Shrinking Eigenvectors

= matrix G scales the eigenvector v with eigenvalue A
= if [\ <1 then G'v=J\v
vanishes for ¢ approaching infinity
= repeated application of G to v shrinks v
= example with A = —0.5

Sl

\% Gv G3v G3v
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Growing Eigenvectors

s if (A >1 then G'v = \v

grows to infinity for ¢ approaching infinity
= repeated application of G to v enlarges v
= example with A =2
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General Case

= if the magnitude of all eigenvalues is smaller one,
all eigenvectors vanish when G is repeatedly applied

= all vectors that are linear combinations of eigenvectors
behave like eigenvectors

= if there exist n linearly independent eigenvectors of G,
then all vectors are linear combinations of these
eigenvectors € = a1vy + agvo + ... + a, vy,
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General Case

= if G isapplied to any vector
Ge = oa1Gvy+asGvy+...+ a,Gv,

Ge = aiA\vi+ashgve+ ...+ a, A\ Va

= then G'e isvanishing if all eigenvalues \; are
smaller one

» if at least one eigenvalue is larger than one, G'e
diverges to infinity
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Spectral Radius / Stability

= spectral radius p of a matrix G
p(G) = max [A;]

= J); isaneigenvalue of G

» if the spectral radius of the amplification matrix of an
integration scheme is smaller one, the scheme is stable
( G'e is vanishing, previous errors are diminished)

= if the spectral radius is larger one,
the scheme is unstable
( G'e is diverging, previous errors are amplified)
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Example — Explicit Euler

Teyn = T+ hoy Tevn | 1 h Ty )
Ut+h — Ut — hkﬂft Ut+h —hk 1 Ut

= sOlving 0 = det(G — AI) = det ( 1_;2 | E \ )
to compute the eigenvalues
Mo =1%hyv—k=1+hVki

= the spectral radius is computed as
Aol = VRe(M2)2 +Im(h 2)2 = V1 + 22k > 1

= unconditionally unstable for undamped springs
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Euler-Cromer / Explicit Euler

s Euler-Cromer

1 h
G:(hk 1 — h2k

p=1

)

= explicit Euler with damping

o)

1
G:(—hk 1 — hy

p = 0.9955
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k=10,h =0.01

| \/ NS o T e
N

1k=10,h =001~ =1
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Euler-Cromer / Explicit Euler

= Euler-Cromer xt
with damping 1
~ 0.9955 WA A AA A
” LA
k=100,h=0.01,y=1
.’L‘{E
= explicit Euler
P ) AR AARAR AR
with damping W
p:l ”:' TTAT T OO‘E THhede VTVT 1 koo
NARRRRARARRAA AN
1k =100,h =0.01,v = 1
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Euler-Cromer / Explicit Euler

= Euler-Cromer Lt

with damping
p ~ 0.9955

1k =1000,h =0.01,y =1

Tt
= explicit Euler
with damping 5
p ~ 1.044 g i (M. 2
J IIIIIIImIIII:IIIIHQIQIEI)IIIIII/I;II/IIIm]llllgﬂlllgl)llill]lllll:l}l/l _IIIII:IIi
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Euler-Cromer

= Euler-Cromer Tt
with damping
p ~ 1.1465

Ck=10°h =001~ =1
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Euler-Cromer / Implicit Euler

= Fuler-Cromer Tt
with damping _
p = 0.9955

= implicit Euler

with damping
p ~ 0.949

1k =1000,h =0.01,y =1
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Implicit Euler without Damping

=« implicit Euler Ty
without damping |
p~0302 4+
k = 1000, h = 0.01
ZL’{

= implicit Euler

without damping
p~ 0.01

1k =108 h =0.01
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Implicit Euler without Damping

= amplification matrix

1 h
G = ( —hk 1)

= eigenvalues
)\1’2 _ 1 4 W'k i

1+h2k 1+h2k
= spectral radius
_ 1
P= 7 <1

= unconditionally stable for undamped springs
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Discussion

= the eigenvalues depend on all parameters of a system,
e. g. masses, deformation forces, damping forces,
and the time step

= if a system is unconditionally stable / unstable,
the stability is independent from the parameters

= if a system is conditionally stable, the spectral radius
is smaller than one for certain parameter sets and
one is interested in the maximum time step for a
given parameter set

= for systems consisting of n mass points,
6n x 6n matrices have to be analyzed

University of Freiburg — Computer Science Department — Computer Graphics - 28



Discussion

= if an integration scheme is represented by a nonlinear
transformation, the stability analysis is only
approximate

= if any linearization is employed to derive the
amplification
matrix, the stability analysis is only approximate

= 3D mass-spring systems are non-linear
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Example

= 1D mass points xg,z; with masses mg, m
connected with a spring of rest length L and stiffness &

Vo U1
— —p
- @ .m >
0 > — 41
Fy F1

= spring force F} = —F} = k(at — 2} — L)
= Euler-Cromer integration

Ft

t+h ¢ 0

t+h [ t+h v = vy + h—

Lo =z + hvg ! ! mg

t+h ¢ t+h ¢

= wp+hy tvh _ ot Lo
Uq = Uy —

™M1
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Example

= relative velocity ' = v} — v}

F} F}
pith = —h—2 — ) —h—2
mi mo
t+h t t 1 1 t t
T = r —hbtyg| —+— | =1 —hlgm
mo m1

» distance d' =zt —
d*" = 2l 4+ hott" —af — bt = d' + heth
At = dt+h(rt - thm)
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Example

Fl =k(x{ —azf — L) =k(d"— L)

= transformation of »* and d¢

rith = ot —hEFIm =" — hmk(d' — L) = r* — hmkd' + hmkL
dth = d' + h(r' — hmk(d" — L)) = hr' + (1 — h®mk)d" + h®mkL

= amplification matrix

rtth N (1 —hmk rt N hmkL
di*h )\ h 1—h*mk d’ h*mkL

= conditionally stable
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