IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, 2008 1

Direct Forcing for Lagrangian Rigid-Fluid Coupling

Markus Becker, Hendrik Tessendorf, Matthias Teschner

Abstract—We propose a novel boundary handling algorithm
for particle-based uids. Based on a predictor-corrector schene
for both velocity and position, one- and two-way coupling with
rigid bodies can be realized. The proposed algorithm offers
signi cant improvements over existing penalty-based approaches
Different slip conditions can be realized and non-penetration is
enforced. Direct forcing is employed to meet the desired boundary

conditions and to ensure valid states after each simulation step.

We have performed various experiments in 2D and 3D. They
illustrate one- and two-way coupling of rigid bodies and uids,
the effects of hydrostatic and dynamic forces on a rigid body
as well as different slip conditions. Numerical experiments and
performance measurements are provided.

Index Terms— Physically-based simulation, Fluid dynamics,
Smoothed Particle Hydrodynamics, Rigid bodies, Boundary han-
dling

I. INTRODUCTION

preserved by the boundary handling. Many drawbacks of penal
based methods such as oscillations at the boundary anadimit
control of the boundary conditions can be avoided.

The proposed technique extends previous Lagrangian bognda
approaches such as the one of Hieber [3]. In contrast to {3], i
avoids force interpolations and it guarantees non-peti@tréor
xed and moving rigid boundaries. To enforce the boundary ve
locities, we adopt the interpenetration resolution pregos [4],

[5]. Fluid leaking through boundaries is avoided by coriing|
particle velocities and positions in separate substeps.iinmal
parameter set with a known parameter range allows for an
intuitive setup of the simulation.

Experiments are performed using the corrected SPH algorith
of Bonet and Kulasegaram [6] and the weakly compressibls-pre
sure formulation described e.g. in [7] and [8]. Fig. 1 ilhades
a rst example. In this stone-skipping simulation, the retion
of the stone from the uid surface is realized using the psgzb
boundary handling.

HE simulation of uids has attracted increasing attention The remainder of the paper is organized as follows. After
in Computer Graphics in recent years. Various sophisticateiscussing related approaches in Sec. Il, we brie y desctlie
methods have been proposed and a thorough introductionidf temployed uid model and the particle-based representatsicthe

simulation techniques has been presented by Bridson anim
Fischer in their ACM SIGGRAPH'07 course notes [1].

rigid bodies in Sec. Ill and Sec. IV, respectively. The boanyd
handling approach for the two-way coupling of Lagrangiaids.

As a uid is generally simulated in a domain with xed andand rigid objects is presented in Sec. V. Parameters, ingiem

moving obstacles, it is necessary to consider the intenaci
the uid with these obstacles. Often, different kinds of bdary

tation issues and limitations are discussed. In Sec. Vlpuar
experiments are described to illustrate the capabilitieghe

conditions need to be incorporated. While this problem heenb proposed approach. The experiments cover the major feature

dealt with extensively in the context of grid-based methadsre of the boundary handling approach. They include a compariso

are still only a few approaches to boundary conditions fotigla- ~ with the penalty approach of [2], performance measuremémgs

based methods such as Smoothed Particle Hydrodynamics.(SF#fects of hydrostatic and dynamic forces, as well as one- an

This is to some extent due to the fact that one is interestdgo-way coupling.

in preserving the local nature given in many Lagrangian uid

simulations. Despite these challenges, the interest imdeny T

conditions for particle-based uids is motivated by the fudeess

of Lagrangian uids for irregular domains. Typically apgdi In this section, we discuss some related literature comugrn

penalty methods as e. g. provided by Monaghan [2] offer anly | Poundary handling and rigid- uid coupling for different id

ited control of the boundary handling. To enforce non-petien, simulations. The related work covers Eulerian boundarydtiag

large penalty forces have to be applied which introducénstis approaches, mixed formulations and Lagrangian approaches

to the equations. Many sophisticated solutions have been proposed for th@-sol
We propose a novel method for the two-way coupling of comid coupling of Eulerian uids and early coupling approae

pressible Lagrangian uids and rigid objects. Control fescare date back to e.g. Chen and Lobo [9]. The authors introduce

incorporated in the discretized momentum equations inraiale WO types of one-way coupling for a 2D Navier-Stokes solver

obtain speci c relative velocities at a boundary in eachestep. Where the third dimension is modeled using a height eld. An

This is known as direct forcing. It is realized in a predietoridea for the two-way coupling is outlined, but not impleneht

corrector fashion. Using the proposed formulation, a laayee Various authors have realized a one-way solid- uid coupland

of slip and Neumann boundary conditions can be imposed feed boundaries in 3D by voxelizing the boundaries on the

arbitrarily shaped, xed or moving boundaries. Regularlyda Uid grid [10]-[13]. These approaches commonly adjust thad

irregularly shaped boundaries can be handled in a uni edmean Velocity of grid points covered by the solid to the velocitytoe

Dynamic and hydrostatic uid forces acting on the boundarieSlid. Several improvements have been proposed, €. g. ectedr

are considered. The local nature of employed SPH methodm@rmal for free tangential slip [14]. Still, this method @=nto
produce stair-step artifacts for boundaries that are nighedl

M. Becker, H. Tessendorf and M. Teschner are with the Unierst  With the grid. This is especially noticeable in the case drse
Freiburg. grids. Takahashi et al. [15] provide a simple two-way caugpli

. RELATED WORK
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Fig. 1. Three frames of a stone-skipping simulation. The sisne ected from the surface in case of an impact. This effscoltained using a novel
two-way coupling approach of rigid bodies and particleduasuids.

for voxelized buoyant rigid bodies. They take the pressur¢he Fedkiw [35] uses so-called ghost uid nodes to couple com-
surface into account. However, dynamic forces, i.e. fordes pressible Eulerian uids and deformable Lagrangian sol@lsost
to relative velocities in the uid, are neglected. Yngve &t[a6] uid nodes can be covered by the solid, but are used in the
provide an approach to the two-way coupling of deformabig annite difference scheme for the uid update. The Euleriandan
fracturing solids with a compressible uid. Still, solideed to be the Lagrangian parts of the simulation are properly intkxeal.
voxelized on the grid in order to realize a solid-to- uid q@ing. Combining Eulerian grids and Lagrangian meshes has also bee
To avoid voxelization artifacts, some authors have propdse proposed in the nite-element ALE (Arbitrary Lagrangian Eu
adaptively align the uid grid at boundaries or to use reniegh lerian) method of Hirt et al. [36]. A mixed formulation that
An octree re nement is introduced by Losasso et al. [17]ingv couples SPH particles and particle level sets has beerdinteal
et al. [18] introduce a regular one-layer re nement for MAQJy Losasso et al. [37] to reduce volume loss for free surfaces
grids with moving objects. Klingner et al. [19] and Chentam¢ Robinson-Mosher et al. [38] recently proposed an approach t
al. [20] address irregular geometries by using tetrahetiedhes couple Cartesian uid grids and Lagrangian solids deriveain
for the uid simulation. The mesh is regenerated in each step the law of conservation of momentum.
according to the current con guration of the boundarie9][1 Most of the aforementioned methods cannot directly be adpli
is extended by Chentanez et al. [21] to handle both rigid and pure particle-based uids and only a few methods have been
deformable solids. Feldman et al. [22] handle moving boundaproposed for pure particle-based simulations until now.sMo
conditions by deforming the underlying simulation mesh. authors use penalty-based approaches to handle staticvangno
There exist alternative concepts to incorporate boundary c rigid boundaries. The main concept of penalty-based appesa
ditions for Eulerian uids. Batty et al. [23] improve the FARI is to use either frozen or ghost particles. Frozen particiesact
method of [24] for two-way rigid- uid coupling. In this appach, with other particles in the usual way, but they do not moveosth
the pressure projection is formulated as a kinetic energyi-mi particles on the other hand are uid particles mirrored asrsolid
mization problem. Carlson et al. [25] use Distributed Lagian boundaries in each timestep. Monaghan [2] proposes a force-
multipliers to project uid nodes covered by rigid bodieston based penalty method for xed and moving boundaries and]in [6
rigid body motion. Genevaux et al. [26] use damped springs #penalty boundary potential is used to calculate penalyefo
attach solids to uid marker particles. Guendelmann et a¥][ Keiser et al. [39] present a Lagrangian formulation to handl
present an alternating two-way coupling for deformable agid solids, uids, and phase transitions. Solenthaler et a0 [@nd
thin shells. This algorithm uses ray-casting to avoid uihking Keiser et al. [41] process uid and rigid-body particles imdar
through thin solids represented by triangles. Liu et al.][28vays. Rigid-body particles are restricted to rigid-bodytimw in
present a GPU approach for the semi-Lagrangian schemetlu$ update step. Falappi and Galatti [42] handle intergctiids
Stam [12]. Arbitrary boundary conditions for the uid sinaion and granular materials by using SPH for both phasesldvl et
are generated directly in image space. al. [43] employ a penalty approach based on Lennard-Jomesso
Some authors propose a mixed formulation, using an Euleritaf repulsion and adhesion between mesh-based deformaltuls s
formulation for the uid and a Lagrangian formulation foreh and particle-based uids.
solid. The Immersed Boundary Method (IBM) introduced by There have been few approaches that try to model differ-
Peskin [29], [30] samples a solid with a nite set of force pisi.  ent kinds of boundary conditions with penalty methods. Ghos
As the boundary velocities are interpolated on the gridnolasies particles with the same mass, density, pressure and Jigcosi
are not required to coincide with the uid grid. Therefordet but different velocity than their uid counterpart have Ikee
approach is appropriate for irregular and detailed gedetetin employed to handle different slip conditions for straigd#]
the context of IBM, direct forcing has been employed [31B}3 and curved [45] surfaces. However, penalty methods suften f
A force term is added to the discretized momentum equatiossvere dif culties. As penalty forces only react upon peaibn,
to obtain the adequate velocity of the uid along the bougdarthe distance of SPH patrticles to the boundary slightly waoeer
after a single timestep. This direct forcing approach ise freime and particles might be accelerated at the boundaryy Onl
of parameters and can therefore be handled conveniently. Timited control is offered to realize speci c boundary cdatmhs.
Immersed Interface Method of Le et al. [34] improved on IBMMost approaches so far do not offer an easy way to adjust
for rigid boundaries and moving deformable solids. It candla tangential damping in the full range from no- to free-slindfly,
sharp interfaces, since forces are not distributed on thedery. to ensure non-penetration, large forces have to act on tig u
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leading to stiff equations. To illustrate the bene ts of v@posed
direct forcing approach, we provide a comparison with theatg
approach of [2] in Sec. VI.

Few approaches have taken into account the actual fordeg ac
on the boundary for the boundary handling so far. Oger etél. [
propose a method for the two-way coupling of a particle-dast
uid and a moving solid in two dimensions. However, only the
local pressure on the solid surface is evaluated. Dynammoe$y
e. g. due to viscosity, are neglected. Hieber [3] adopts IBM f
the boundary handling of particle-based uids with defobiea
solids and xed boundaries, thereby allowing a greater amhofi
control of the uid and taking into account all forces actiog the
boundary. However, non-penetration is not addressed. tiddeli
ally, a xed number of Lagrangian force points is used to skmp
the boundary and an underlying Eulerian grid is used to teans

values between the uid simulation and the force points. Wars loop over the particles is avoided. For the computation ef tfid

the idea of [3] to modify the underlying momentum equatioynamics, we use the reformulated Euler equation with eater
to ensure the chosen boundary conditions with a directfgrcisces denoted by

approach. However, in contrast to [3], forces can be applied

directly at the contact point and thereby, force interpotet are dv _ r P
avoided. Non-penetration is guaranteed after each timestel dt

uid leaking is avoided. This is especially important foretltwo-
way coupling with rigid bodies due to the limited number o
degrees of freedom. We furthermore propose a simple sche
to cover different kinds of velocity boundary conditionsher
approach is realized in a predictor-corrector fashion.

The concept of direct forcing has been successfully apptied
other simulation areas such as constraint handling fod figjr]— dva Pa
[49] and deformable [50], [51] solids. However, these apph®es ot Mp Z
are beyond the scope of this paper. The same applies to hgunda b
conditions for other uid methods such as the Lattice Bolé&am with the viscosity term
method [52]. The idea of predictor-corrector schemes has al T
been successfully applied in contact and collision hagdfior b= . ngxab ) (5)
rigid and deformable bodies, see e.g. [4], [53]. @ jXapi2 + h?

Fig. 2. Triangulated surface and particle representatfahe teddy model.

+ 50 g @3)

ith pressureP, density and velocityv. It results in a sym-
ﬁ:etrized discrete momentum equation that conserves liaedr
gﬁ%ular momentum [2]. The discrete momentum equation fr th
acceleration%’ti of a particle with added arti cial viscosity [2]
and the original kernel functiow}, thereby reads

P
+ *S“L ab T aWp(xa)+ g (4)
b

The pressur® is calculated using the Tait equation [7], [8] to

Il FLUID MoDEL Il density ratios bet th t densityd th
. . ._ensure small density ratios between the current den e
For the uid simulation, we use a corrected SPH formmat'oﬂﬂtial density o y

(CSPH) [6] and the weakly compressible pressure formuiatio

employing the Tait equation [7], [8]. oC2 7
The basic idea of SPH is to represent a functiqw) as a P== 1 (6)
smoothed functiortf (x)i using a nite set of sampling points
Xp With massmyp and density ,, and a kernel functioy(x) = The speed of sounds is usually chosen such that the Mach
W (X Xp): m number of the simulation is below:1. For further details see
H (x)i = —:f (Xp)Wp(X): (1) e.g.[8]
b
Howe_ver, this original SPH formulation developed inde ity IV. RIGID BobY MODEL
by Gingold and Monaghan [54] and Lucy [55] suffers from
inaccurate calculations at boundaries. Since the numbieegigh- In the context of rigid- uid coupling, various rigid-body

boring particles at boundaries is smaller than inside thal, u representations have been proposed, e.g. triangle me4Bgs [
an incorrect lower density is calculated and negative press adaptively sampled distance elds [56], and particles Eimilar
can occur. As we extensively deal with boundaries in rigido [2], we employ a particle representation for arbitrargidi
uid coupling, we address this problem by using the constafody surfaces. The particle representation is generated in
correction technique for SPH proposed in [6]. By using arpéeth preprocessing step using a distance eld [57]. An example is
kernel function shown in Fig. 2.
Wy (x) = _ Wp(x) 2) Although the proposed rigid-body representation allowsé&o

¢ VeWe(x) uni ed handling of rigid bodies and uids in certain aspecisthe
for the density calculation, this model avoids inaccurasgures simulation, e. g. particle-particle collision tests, oouhdary han-
at boundaries. The overhead for the computation of the adaptlling approach could be combined with alternative repriegems
kernel functionWy(x) is negligible. Since the volum&; of a such as triangle meshes or distance elds. These represersa
particle is constant, it can be precomputed. Thus, an adaiti however, are beyond the scope of this paper.
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tangential velocity of the uid and the rigid body. Here, wealithe
predicted velocity of the subsequent timestep to propearhsider
accelerations due to body forces such as gravity. E. g., feea
slip condition, the component of the uid velocity tangeitio a
vertical boundary would not be damped. The second term of (8)
controls the elasticity of the collision. is called the coef cient
of restitution. = 1:0 thereby corresponds to a perfectly elastic
Fia 3 Rigid particlexe and uid particle xe in contact. The position collision, while = 0:0 results in a perfectly inelastic collision.
xc?)' dénotesgthepcontactppoint of thepuid and ﬁhe rigid bod.y. Tlada?esrp If no't stated otherW|s.e, we use=0:01n 'our scenarlqs., i.e. the
andrp denote the radii of the respective particles. The vectdenotes the T€lative normal velocity between the uid and the rigid body
distance of the contact poinic, to the center of mass. of the rigid body. the boundary layer is zero. Both damping parameteaad are
always in the intervalo; 1].

To avoid sticking, we substitute the boundary condition{$)

V. BOUNDARY HANDLING

In this section, we introduce a novel technique to en-
force boundary conditions for particle-based rigid- uidrgacts. for v, (t + h) n > 0. This leaves the normal component of the
Boundary conditions model the relative velocities and fass$ relative velocity unchanged if the uid particle and theiddody
of the uid at the boundary. Our approach allows to controhre moving away from each other. To simplify the subsequent
both the normal and tangential relative velocities and #la-r explanations, we generally use (8) and omit (9) due to the
tive positions effectively to realize various boundary ditions. similarities of both cases.

The relative velocities and positions are controlled inasate

substeps as e.g. proposed in [4], [53] for collision and acnt g Velocity update

handling of rigid and deformable solids. The boundary model
for the relative velocities is discussed in Sec. V-A. Enifiogc
the desired velocities and positions is realized using actir
forcing approach discussed in Sec. V-B and V-C, respewgtivel
is implemented in a predictor-corrector fashion. Non-pet®n
is thereby addressed. In Sec. V-D, we discuss the entirdineépe
of a single simulation step. At the end, simpli cations fones
way solid-to- uid coupling and static boundaries are diseed.
To detect collisions, we follow [53] in advancing the pomits
without boundary forces and performing the collision détecon
that advanced positions. Intermediate advanced valueteated
with a single or double asterisk;( ).

Ve(t+h)= " vt h) 4 ove(te ) ©)

In this section, the enforcement of the velocity constsaiist
described. We rst handle the case of a single uid partiate i
contact with a rigid body. Then, we generalize the idea t@ssv
uid particles in contact with a single rigid body. For a slag
uid particle with index i, the contact point of the uid particle
with the rigid body has the absolute positirg,; (t + h) and the
relative positiorr; (t+ h) with respect to the center of mass of the
rigid body. To enforce our boundary condition (8) on the tieta
velocity v , we exchange a control forde; between the uid
particle and the rigid body. Assuming a simple Euler step, we
end up with the constrained velocities for the uid particle

. h _
vi(t+ h)= v;(t+ h)+ m—iFI (20)

A. Controlling the relative velocity o _
In this section, we discuss the employed model for the vE;,JocianOI the rigid body at the contact point

control at the boundary. As noted in Sec. IV, rigid bodies are Vepi (t+ h) = Vepi (t+h)  ——F;
sampled with particles. If we detect a collision between & u b P Mc
particle with positionxg , velocity v, massm and a rigid body + hr (t+ h) YO (t+ hF; (11)

particle xp, we calculate a contact poinxtcp = xp + rpn at
the boundary of the colliding rigid body particle (see Fig. 3
denotes the unit surface normal of the rigid bodyxai. mc is
the total mass of the colliding rigid body.

with = being the cross product matrix of the vectorin order
to predict the velocities; (t + h) andvy(t + h), we take into
account all forces such as pressure forces, viscous fomes a

- ) S gravity.
The rigid body velocity at the contact point is given by Using the right hand sides of (10) and (11) for the relative
Vep(t+ h)= ve(t+ h)y+ 1 c(t+h) r (t+h) (7) velocity v (t+ h) in the constraint equation (8) and solving for

. . ) . the unknown control forc&; yields
with r (t+h) = xcp(t+h) xc(t+ h) being the relative position
of X¢p(t + h) with respect to the center of masg(t + h) of the 1
rigid body.vc (t+ h) and! ¢ (t+ h) denote the linear and angular g = 1 1 . 1 eT+ ) Yon s h) 0
velocity of the rigid body, respectively. h  mi me (12)
Now, we want to impose a boundary condition on the relatlvv(\e/ith 0= vy (t+ h) Ve () . vy (t+h) and the 3x3
identity matrixEs. If we havek uid particles in contact with a

velocity vr = vg  v¢p Of the following form:
Vi(t+h) = ve(t+h) vep(t+h)=" vi(t+h)  [vi(t)],: single rigid body, solve each contact separately using, (A2

(8) simply add up the forces and torques on the rigid body, we term
The current normal velocity is thereby given[as(t)], = (vr(t)  this local approach
n)n and the uncontrolled tangential velocity of the next timepst Now, we assume that a single rigid body is in contact with
is given as[v,(t+ h)], = v,(t+ h) [v,(t+ h)],. The rst k uid particles and we want to enforce all contact velocities
term of (8) controls the slip. It can be used to damp the redatisimulateneously. This is termeglobal approach Similar to the
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case of a single contact, we apply symmetric control fofeeat
each contact point. For the rigid body these control foraes s

C. Position update
In addition to the correct relative velocity at the boundary

up to a net force= and a net torque: we want to enforce non-penetration of the uid particles hwit

E. (13) respect to the boundary. We therefore control the positibn o
i the uid particles at the boundary in a separate substep. We
ri(t+h)y Fj: (14) enforce the centers of the boundary uid particles with vedi

ri to retain a distance; to the contact poinkcpi. Since we

OnceF and are known, we can calculate the future lineahave considered this contact point for the computation ef th

and angular velocity of the rigid body and thereby the rigatty ~control force, such a position correction does not in uetieeslip
velocities vy (t + h) at thei-th contact point. The velocities condition. The corrected position update is implementedguan
of the uid particlesvi(t + h) can then be calculated using theadditional control impulsg; = jin acting in normal direction,

F

constraint equations

vi(t+h)=" v (t+h) Vii (1) )+ Vepsi (t+ h): (15)
To derive our system of equations ferand , we express the
future velocity at tha-th contact point as

Vepii (t+ 1) = vep;i (t+ h)+ mLCF +he T+ h) (D) (16)

Plugging this future velocity ¢p; (t + h) for the contact point
and the future velocity;(t + h) = v; (t + h) + mLiFi for the
uid particle into the constraint equation (15) and solvifg the
unknown constraint forc€; yields

Fo= Moo Ve dne T ny Yo 17)
h Mc

with the unknown net force= and the net torque on the
right hand side. The control forcés are now plugged into the
equations (13) and (14) for the net forEeand torque on the
rigid body. As a result, we get the symmetric, positive déeni

6x6 linear system of equations for the unkownsand

LF

L mo.
A me h I
0]

TLr (t+ h)o; (18)
with the system matrix

mit; T (t+ h)
mit (t+ h)e T (t+ h)

(mec+  my)E3

A =
mit; (t+ h)

I(t) +

The employed concept is closely related to the interpetietra
resolution scheme of [4], [5]. In this approach, collisidretween

that is only applied in the position update of the integmatsbep.
It is calculated in the same manner as the control force fer th
velocity update. To meet the desired distance, we need twanf

Xi (t+h)+ hjj  Xcpi(t+h) n=rg: (19)

As the update is only applied to the uid particles, we can use
the nal contact point positiom cp;j (t+ h). Both, xcp; (t+ h) and
the predicted future uid positions; (t+ h) are calculated using
the modi ed velocities from the subsequent step. The cdntro
impulsesj; are then computed as

ji = % (Xep;i 0+ h)  x; (t+h) n+reg n: (20)

Unfortunately, the position update leads to a higher cosipre
sion of the uid at the boundary layer. However, higher dénsi
ratios are rapidly balanced in subsequent timesteps wi¢h th
employed weakly compressible pressure approach. The roaxim
density ratios encountered in our simulations are givereinld 1.

D. Two-way coupling

In Alg. 1, we show all stages of a single simulation step. As we
need to know the unconstrained velocitiggt + h) andv . (t+
h) to calculate our control forcé and torque , we perform a
predictive integration step for the uid and the rigid boslién the
correction step, we only consider uid particles and rigiodies
that are in contact. The same holds for the position update. W
thereby take into account the modi ed velocities. Overalp, to
three collision detection steps are performed.

Algorithm 1 Pseudo code for two-way coupled moving bound-
aries

Require: n uid particles, m rigid bodies

Detect uid- uid collisions

several rigid bodies are handled by setting one rigid body a$:
central body and the others as outer bodies. The outer batkes 2:
pushed out of the central body in a two-way coupled fashion3:

However, instead of interpenetration resolution we addys t

method to enforce our boundary velocity constraints in a-two4:
way coupled fashion by applying symmetric forces. 5:

Since the velocities of the uid particles at the boundarg ar 6:

completely determined by the constraint equations, thentarty

velocity calculations foik contact points at a single rigid body 7
can be reduced to the linear 6x6 system of equations in (fh8). 18
Sec. VI, we discuss several experiments using both the wual 9
the global approach. Additionally, we compare the perfarcea 10:

Calculate uid and rigid-body forces

Integrate uid and rigid body (predictionj(t) ! x (t+ h),
v(t)! v (t+ h)

Detect rigid- uid collisions

Calculate net forcé& and net torque

Integrate uid and rigid body (correctiony (t)! x (t+h),

v (t+ h)! v(t+h)
if (any contacts in 4jhen
Detect rigid- uid collisions
Correct uid positionsx (t+ h)!
end if

x(t + h)

of both approaches.

This section has discussed the velocity update of the rigdyb
and the uid particles. The position update for interpeagtm
handling is adressed in the following section.

Steps 7-9 in Alg. 1 are only performed once, even if some
penetrations are not resolved due to con icting constgi®ee
Sec. VIl for some notes on this issue.
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local vs. global response

E. One-way solid-to- uid coupling and static boundaries 16
1.4 4

For the two-way coupling, we need up to three collision Tz
detection steps which are comparatively time-consumimgome o 10
cases, however, the in uence of the uid on the solid is small E_“’

and could be neglected (e. g. heavy objects) or the solid does e local respanse
. . o V4 I obal response
move at all. For this case, we propose to use a more ef cieat on : P

way solid-to- uid coupling. In this one-way coupling, thelg 00 ‘ ‘ ‘ ‘ ‘ ; ; ‘
in uences the uid, but not vice versa. The rigid body velbcat SR eetep 00 oo e
the contact point in (11) or (16), respectively, therebyiras
to Fig. 4. The diagram shows the computation time for the localtaadylobal
response scheme for the sinking ship scene. Both are lingheinumber of
Vepi (t+ h) = Vi (t+ h) (21) contacts and make up only a small fraction of the total commitatime of
250-280ms.

for one-way coupling or

Vepi (t+ h) = vepi (1) =0 (22) G. Implementation issues
The ef cient detection of particle-particle contacts iseowf the

for static boundaries, respectively. The uid velocity c&@ fyndamental issues in particle-based uid simulationsniir to
calculated from the boundary conditions (8) in the usual.way [57] we use a uniform spatial subdivision and store the ltesu

As the rigid body is integrated prior to the control forcen a hash table [58]. We also follow [57] in employing tempora
calculation and as the rigid body is not affected by any cogoherence, i.e. we only update the information of partifléseir
rections, we can calculate the velocity and position cdimac grid cell has changed. Due to the restrictive timestep, teaip
for the uid in one step. This saves one collision detectio&ps coherence signi cantly speeds up the insertion of paridteo
compared to the two-way coupling. As the collision deteti® the hash table.
comparatively time-consuming, the ef ciency can be sigmaintly
improved using the one-way coupling. Additionally, thesenio Vi
need to solve a system of equations, as the uid velocitieshEa

directly computed from the boundary conditions. All stagés " this section, we illustrate the capabilities of our boaryd
single simulation step for the one-way coupling are sumzei handling technique with 2D and 3D experiments that range fro
in Alg. 2. some simple explanatory scenes to high-velocity impacts. W

make use of both the local and the global approach for upglatin
the boundary velocity. The following experiments are perfed:
As many authors use penalty methods in their simulations, we

. RESuULTS

Algorithm 2 Pseudo code for one-way coupled boundaries

Require: n uid particles, m rigid bodies rst compare the proposed approach to the penalty approach

1: Detect uid- uid collisions of [2]. Then, we demonstrate different slip conditions in B 2

2: Calculate uid and rigid body forces setting. Handling high-velocity impacts and one-way coupis

3: Integrate uid and rigid body (predictiomj(t) ! x (t+h), jjystrated with a stone impacting a water basin. Sec. VIfE a
v v _(t + h) o VI-F illustrate buoyancy and drag effects. Finally, we shemme

4: Detect uid-rigid collisions ' advanced two-way coupled scenes.

5: Calculate uid velocity and position (correction) (t+ h) ! Tab. | gives an overview of the performance for the scenarios
x(t+h),v (t+h)! v(t+h) All performance measurements are given with respect to an

Intel Dual Core 2.13 GHz with 4 GB of RAM, running a single-
threaded version of the simulation. In all simulations, ws= u
an explicit leapfrog integration scheme. If not stated oiliee,
the viscosity is set to = 0:1. As pointed out in [8], the
compressibility of the uid is governed by the speed of sound
The timestep for the simulation is chosen according to thghe speed of sound has been chosen with respect to the maximum
Courant-Friedrichs-Lewy (CFL) convergence conditioneTie- relative velocity between uid and solids to ensure a certai
sulting timestep is generally rather restrictive with ®spto density ratio. Both values, the speed of sound and the megsur
stability of the uid and it has turned out that the simulai® density ratio are stated in Tab. |. We also give the perforwaan
remain stable when the two- or one-way coupling is incorgata for a single uid calculation step without boundary handgjiand
For the rigid- uid interaction, we basically need to enstitat two a complete simulation step including the boundary handling
particles do not move more than their diameter towards ei@r 0 For the performed experiments, we have used either the local
in one timestep. In the experiments, we use timesteps rgngiy the global approach. Both approaches are linear in theoeum
from6 10 °to 1:5 10 “. of contacts and make up less than 1% of the total computation
The estimation of appropriate parameters for differentiolany  time in most scenarios. Both approaches show plausibldtsesu
conditions can be a tedious task, particularly as the effetthe whereas in the global approach the boundary velocities ate m
parameters typically depend on the timestep. In our approamore accurately. All timings in Tab. | are given using thedbc
the handling of parameters is comparatively easy. Firstlptree  approach. In Fig. 4, we compare the local and the global respo
total number of free parameters is only two, namely the dampiwith respect to their performance for the sinking ship scene
parameters; . Second,’; are always in the intervdD; 1]. illustrated in Fig. 5.

F. Parameters
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TABLE |
SOME EXEMPLARY SCENES NUMBER OF PARTICLES COMPUTATION TIME FOR ONE SIMULATION STERPSOUND SPEED AND MAXIMUM DENSITY RATIO.

scene uid particles  cluster particles  uid calc.[s] simulation step[s] speksound max density ratio
Impact 850k 9k 3.47 7.07 600 1.19
Floating cuboids 2M 7.5k 5.79 114 250 1.13
Floating spheres 130k 760 0.56 1.14 250 1.026
Stone-skipping 240k 94 0.83 1.64 300 1.07
Flotsam 2.57M 18.6k 7.61 15.03 225 1.16

Fig. 5. Two-way coupling of a sinking ship with a uid. Colateparticles
on the left indicate the ow of the uid. The picture on the Hgindicates
the accuracy of the boundary handling.

Fig. 6. A vessel is oating in a water basin. No uid is leakirgrough the

For the reconstruction of the uid surface, we employ manghi °°U"da

cubes [59], while single particles are handled as blobsanbni-
lated surfaces are employed for visualizing the rigid bediur-
faces and blobs are rendered in POV-Ray (http://www.poargy.
In some cases, we visualize the underlying particle sirauidbr
illustration purposes.

A. Comparison to a penalty based approach

Many authors employ penalty methods for handling boundarie
in particle-based simulations. We compare the proposed! loc
approach with the penalty based approach of [2]. We haveechos
a 2D example of a leaking ship sinking into a uid to illustahe
effects of both boundary methods without getting distréutte the
surface reconstruction. Large parts of the ship are onlsessmted Fig. 7. Experimental set-up for the slip condition.
by a single layer of particles. As for the penalty method esalv
effects can be observed in the experiment:

Penalty methods offer only limited control. To ensure norB. Accuracy

penetration, large penalty forces have to be applied. This

leads to elastic collisions with an unknown coef cient of To illustrate accuracy and non-penetration of our method in
restitution. 3D, we simulate a vessel falling into a large basin of uid.
Penalty methods can only react in a subsequent timestepfig. 6 illustrates this setting. Although the boundary resented

a penetration has already occured. Therefore, the distfncenly by a single layer of particles, no uid is leaking thrdug
uid particles to the boundary slightly varies over time. Ad the boundary. The velocity update is performed using thalloc
ditionally, unnatural accelerations can occur. For th&ism approach.

ship, this leads to the effect that the ship is not correctly

lled and single particles are bouncing on the surface.

The proposed local and the global approach can cope witle thes sjip condition

issues. As velocity and position are controlled in différenb-

steps, non-penetration and inelastic collision can beézexhhat the Imposing different kinds of slip conditions is a challengin
same time. As velocity and position are predicted and ctedec issue. However, using the proposed method, slip can easily b
in the same simulation step, constant distances can beedalicontrolled. In Fig. 7, we show the experimental setup for the
and unnatural accelerations of uid particles at the boupaae illustration of different slip conditions. Particles anmigted on the
avoided. The ship is properly lled with uid particles andnks left-hand side, owing down a static ramp. Different slipriition
into the basin. Even in case where it is fully submerged, noranging from" = 0:0 (no-slip) to" = 1:0 (free-slip) lead to
penetration with constant distance can be enforced. Sosudtse different ow properties. We refer the reader to the acconyiag
can be seen in Fig. 5. video to assess the effects in a dynamic simulation.
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experiment illustrates that the inuence of dynamic forams
moving rigid bodies is properly captured with our method. A
rigid sphere is dropped into uids of different viscosities= 0:1,

= 3:0). Fig. 10 depicts both scenarios at the same time point.
The images show that the sphere is sinking deeper in the low-
viscous uid compared to the high-viscosity uid. The local
velocity update is employed for the boundary handling irs thi
setting.

Fig. 8. Impact: High-velocity impact of an asteroid.

Fig. 10. Viscous effects: Spheres dropped into uids witffedtent viscosi-
ties. Viscosity is set t®:1 in the left image and t&:0 in the right image.

G. Two-way coupling

The following two experiments further illustrate the prepd
two-way coupling approach. Fig. 1 and Fig. 11 show a stone-
skipping experiment. Due to its high velocity, the stonesigcted
at the uid surface. The initial velocity is about 90% of the
velocity of the impact scenario. For low velocities at thel etihe
stone nally sinks. Again, we would like to refer the reader t
the accompanying video to assess the dynamics. In this soena
the local and the global boundary handling approach show ver
similar dynamics. Fig. 11 is simulated using the global apph.
Fig. 1 illustrates the local approach.

Fig. 9. Buoyancy effects: Cuboids of different densitiespred into a uid.

D. One-way solid-to- uid coupling
Fig. 8 illustrates one-way solid-to- uid coupling with ampact
scene of an asteroid model. Due to the high velocity of therast
oid, the speed of sound is set@00. The maximum density ratio
at the time of the impact i4:19. For the rest of the simulation,
the density ratio is below:1. The experiment indicates that high o
relative velocities can be handled. Fig. 1. Stone-skipping.

A second experiment to illustrate the two-way coupling is
E. Buoyancy effects shown in Fig. 12. Here, complex-shaped rigid objects areirmma
In Fig. 9, we illustrate that buoyancy effects are propedp on a wave. Again, the boundary handling is performed usieg th
tured using the proposed global response scheme. Threé&subfcal approach.
of different densities are dropped into a uid. As expectétg
lightest cube (red) is oating, the cube with medium density VIl. CONCLUSION AND FUTURE WORK
(green) is sinking slowly and the heaviest cube (blue) i&ism

fast We have presented an efcient Lagrangian method for the

handling of xed and moving boundaries. Direct forcing is
employed to realize a large range of slip and Neumann boyndar
F. Drag effects conditions. The proposed technique can be used for one- and
Some approaches such as [46] take into account only ttveo-way coupling with arbitrarily shaped boundaries tha¢ a
pressure forces acting on the boundary. Effects due to digsanrepresented with particles. Static and dynamic forces ampeply
forces such as viscosity, are not properly captured. THewWolg taken into account to allow for buoyancy and drag effects. In
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Fig. 12. Boundary handling for arbitrarily shaped objedhsstrated with
otsam on the beach.

contrast to previous Lagrangian methods, overlaps of uid a

rigid-body particles are avoided. The proposed methodpsisor
to previously used penalty-based approaches such as #leis
a greater amount of control, ensures non-penetration addei

(2]
(3]

[4

[l

(5]
(6]

[7

—

(8]

[9

—

(10]
(11]
(12]

(13]

not introduce stiffness to the system. At the same time, it ﬂf4]

computationally ef cient and scales linearly in the numbsdr

contact points. We have made several tests using two variant
of the approach, namely handling each contact point sepgrat
and solving all boundary velocities at once. Both methodsvsh [15]

plausible results and a very similar performance. Whilegiobal

approach is more accurate, the local approach allows tattire [16]
process collision pairs. The set up of a system of equatisns i

thereby avoided.

The presented schemes work with compressible and wealdy,

compressible models. This restriction allows to avoid glob

computations, i.e. computations that take into accountsthte
of the whole uid domain. Since particle-based uids scalellv
for large scenes, the proposed boundary handling appregur-
ticularly interesting for complex scenes with irregulamsiation
domains. Further, the underlying model for controlling tekative

velocities is easy to adjust, as the number of free paraséter

low. Additionally, the range of the parameters is known.

(18]

(19]

[20]

We currently do not handle simultaneous contact of a single
uid particle with more than one rigid body and simultaneous

contact of several rigid bodies in a uid. We believe that lsisp

ticated but often expensive methods such as contact graphd c 21

be employed to handle such settings.
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