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Direct Forcing for Lagrangian Rigid-Fluid Coupling

Markus Becker, Hendrik Tessendorf, Matthias Teschner

Abstract— We propose a novel boundary handling algorithm
for particle-based fluids. Based on a predictor-corrector schem
for both velocity and position, one- and two-way coupling with
rigid bodies can be realized. The proposed algorithm offers
significant improvements over existing penalty-based approaches
Different slip conditions can be realized and non-penetration is
enforced. Direct forcing is employed to meet the desired boundary

conditions and to ensure valid states after each simulation step.

We have performed various experiments in 2D and 3D. They
illustrate one- and two-way coupling of rigid bodies and fluids,
the effects of hydrostatic and dynamic forces on a rigid body
as well as different slip conditions. Numerical experiments and
performance measurements are provided.

Index Terms— Physically-based simulation, Fluid dynamics,
Smoothed Particle Hydrodynamics, Rigid bodies, Boundary han-
dling

I. INTRODUCTION

preserved by the boundary handling. Many drawbacks of penal
based methods such as oscillations at the boundary anakdimit
control of the boundary conditions can be avoided.

The proposed technique extends previous Lagrangian bounda
approaches such as the one of Hieber [3]. In contrast to {3], i
avoids force interpolations and it guarantees non-peti@tréor
fixed and moving rigid boundaries. To enforce the boundary ve
locities, we adopt the interpenetration resolution pregos [4],

[5]. Fluid leaking through boundaries is avoided by coriimg|
particle velocities and positions in separate substeps.iinmal
parameter set with a known parameter range allows for an
intuitive setup of the simulation.

Experiments are performed using the corrected SPH algorith
of Bonet and Kulasegaram [6] and the weakly compressibls-pre
sure formulation described e.g. in [7] and [8]. Fig. 1 ilhagées
a first example. In this stone-skipping simulation, the mite
of the stone from the fluid surface is realized using the psepo
boundary handling.

HE simulation of fluids has attracted increasing attention The remainder of the paper is organized as follows. After
in Computer Graphics in recent years. Various sophisticatdiscussing related approaches in Sec. Il, we briefly descdtb
methods have been proposed and a thorough introductionidf flemployed fluid model and the particle-based representafitime

simulation techniques has been presented by Bridson anigm
Fischer in their ACM SIGGRAPH’07 course notes [1].

rigid bodies in Sec. Il and Sec. IV, respectively. The boanmyd
handling approach for the two-way coupling of Lagrangiaid8u

As a fluid is generally simulated in a domain with fixed anénd rigid objects is presented in Sec. V. Parameters, ingiem

moving obstacles, it is necessary to consider the intenaci
the fluid with these obstacles. Often, different kinds of rtodeary

tation issues and limitations are discussed. In Sec. Vlpuar
experiments are described to illustrate the capabilitieghe

conditions need to be incorporated. While this problem heenb proposed approach. The experiments cover the major feature
dealt with extensively in the context of grid-based methadsre of the boundary handling approach. They include a compariso
are still only a few approaches to boundary conditions fotigla- ~ with the penalty approach of [2], performance measuremémes
based methods such as Smoothed Particle Hydrodynamics.(SF#fects of hydrostatic and dynamic forces, as well as one- an
This is to some extent due to the fact that one is interestdgo-way coupling.
in preserving the local nature given in many Lagrangian fluid
simulations. Despite these challenges, the interest imdeny T
conditions for particle-based fluids is motivated by thefuisess
of Lagrangian fluids for irregular domains. Typically amuli In this section, we discuss some related literature comugrn
penalty methods as e. g. provided by Monaghan [2] offer dniy | boundary handling and rigid-fluid coupling for different iflu
ited control of the boundary handling. To enforce non-petien, simulations. The related work covers Eulerian boundarydtiag
large penalty forces have to be applied which introducénstis approaches, mixed formulations and Lagrangian approaches
to the equations. Many sophisticated solutions have been proposed for thé-sol
We propose a novel method for the two-way coupling of confluid coupling of Eulerian fluids and early coupling approash
pressible Lagrangian fluids and rigid objects. Control ésrare date back to e.g. Chen and Lobo [9]. The authors introduce
incorporated in the discretized momentum equations inraiale WO types of one-way coupling for a 2D Navier-Stokes solver
obtain specific relative velocities at a boundary in eaclesitep. where the third dimension is modeled using a height field. An
This is known as direct forcing. It is realized in a predietoridea for the two-way coupling is outlined, but not impleneht
corrector fashion. Using the proposed formulation, a laayee Various authors have realized a one-way solid-fluid cogpénd
of slip and Neumann boundary conditions can be imposed fiyed boundaries in 3D by voxelizing the boundaries on the
arbitrarily shaped, fixed or moving boundaries. Regulang a fluid grid [10]-[13]. These approaches commonly adjust thifl
irregularly shaped boundaries can be handled in a unifiecheran Velocity of grid points covered by the solid to the velocitytoe
Dynamic and hydrostatic fluid forces acting on the boundari€0lid. Several improvements have been proposed, €. g. ectedr

are considered. The local nature of employed SPH methodm@rmal for free tangential slip [14]. Still, this method @snto
produce stair-step artifacts for boundaries that are nignedl

M. Becker, H. Tessendorf and M. Teschner are with the Unierst ~ With the grid. This is especially noticeable in the case ddrse
Freiburg. grids. Takahashi et al. [15] provide a simple two-way caupli

. RELATED WORK
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Fig. 1. Three frames of a stone-skipping simulation. The sisneflected from the surface in case of an impact. This effeabtained using a novel
two-way coupling approach of rigid bodies and particledehfiuids.

for voxelized buoyant rigid bodies. They take the pressur¢he Fedkiw [35] uses so-called ghost fluid nodes to couple com-
surface into account. However, dynamic forces, i.e. fordes pressible Eulerian fluids and deformable Lagrangian soldiost
to relative velocities in the fluid, are neglected. Yngvele{®6] fluid nodes can be covered by the solid, but are used in the
provide an approach to the two-way coupling of deformable afiinite difference scheme for the fluid update. The Euleriad an
fracturing solids with a compressible fluid. Still, solidsed to be the Lagrangian parts of the simulation are properly intkxeal.
voxelized on the grid in order to realize a solid-to-fluid ppbong. Combining Eulerian grids and Lagrangian meshes has also bee
To avoid voxelization artifacts, some authors have propdse proposed in the finite-element ALE (Arbitrary Lagrangian-Eu
adaptively align the fluid grid at boundaries or to use rerimggh lerian) method of Hirt et al. [36]. A mixed formulation that
An octree refinement is introduced by Losasso et al. [17]ngyv couples SPH particles and particle level sets has beerdintea
et al. [18] introduce a regular one-layer refinement for MA®y Losasso et al. [37] to reduce volume loss for free surfaces
grids with moving objects. Klingner et al. [19] and Chentam¢ Robinson-Mosher et al. [38] recently proposed an approach t
al. [20] address irregular geometries by using tetrahetiedhes couple Cartesian fluid grids and Lagrangian solids derivethf
for the fluid simulation. The mesh is regenerated in eachsiege the law of conservation of momentum.
according to the current configuration of the boundarie9] [L Most of the aforementioned methods cannot directly be adpli
is extended by Chentanez et al. [21] to handle both rigid amd pure particle-based fluids and only a few methods have been
deformable solids. Feldman et al. [22] handle moving boundaproposed for pure particle-based simulations until now.sMo
conditions by deforming the underlying simulation mesh. authors use penalty-based approaches to handle staticvangno
There exist alternative concepts to incorporate boundary c rigid boundaries. The main concept of penalty-based appesa
ditions for Eulerian fluids. Batty et al. [23] improve the FLI is to use either frozen or ghost particles. Frozen particiesact
method of [24] for two-way rigid-fluid coupling. In this apmaich, with other particles in the usual way, but they do not moveo$th
the pressure projection is formulated as a kinetic energyi-mi particles on the other hand are fluid particles mirrored sssolid
mization problem. Carlson et al. [25] use Distributed Lagiian boundaries in each timestep. Monaghan [2] proposes a force-
multipliers to project fluid nodes covered by rigid bodiegoon based penalty method for fixed and moving boundaries and,in [6
rigid body motion. Genevaux et al. [26] use damped springs #openalty boundary potential is used to calculate penaltyeto
attach solids to fluid marker particles. Guendelmann et2d] [ Keiser et al. [39] present a Lagrangian formulation to handl
present an alternating two-way coupling for deformable agid solids, fluids, and phase transitions. Solenthaler et & &hd
thin shells. This algorithm uses ray-casting to avoid fleidking Keiser et al. [41] process fluid and rigid-body particles imikar
through thin solids represented by triangles. Liu et al.][28vays. Rigid-body particles are restricted to rigid-bodytiow in
present a GPU approach for the semi-Lagrangian schemetlug update step. Falappi and Galatti [42] handle intergdtinds
Stam [12]. Arbitrary boundary conditions for the fluid siratibn and granular materials by using SPH for both phase3ldyvl et
are generated directly in image space. al. [43] employ a penalty approach based on Lennard-Jomesso
Some authors propose a mixed formulation, using an Euleritgi repulsion and adhesion between mesh-based deformealle s
formulation for the fluid and a Lagrangian formulation foreth and particle-based fluids.
solid. The Immersed Boundary Method (IBM) introduced by There have been few approaches that try to model differ-
Peskin [29], [30] samples a solid with a finite set of forcerp®i ent kinds of boundary conditions with penalty methods. Ghos
As the boundary velocities are interpolated on the gridnidasies particles with the same mass, density, pressure and Jigcosi
are not required to coincide with the fluid grid. Thereforee t but different velocity than their fluid counterpart have bee
approach is appropriate for irregular and detailed gedesetin employed to handle different slip conditions for straigdd]
the context of IBM, direct forcing has been employed [31B}3 and curved [45] surfaces. However, penalty methods suften f
A force term is added to the discretized momentum equatiossvere difficulties. As penalty forces only react upon pextien,
to obtain the adequate velocity of the fluid along the boupdathe distance of SPH patrticles to the boundary slightly waoeer
after a single timestep. This direct forcing approach ise freime and particles might be accelerated at the boundaryy Onl
of parameters and can therefore be handled conveniently. Timited control is offered to realize specific boundary cibiods.
Immersed Interface Method of Le et al. [34] improved on IBMMost approaches so far do not offer an easy way to adjust
for rigid boundaries and moving deformable solids. It candl@ tangential damping in the full range from no- to free-slipndfly,
sharp interfaces, since forces are not distributed on thedery. to ensure non-penetration, large forces have to act on tig flu
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leading to stiff equations. To illustrate the benefits of pheposed
direct forcing approach, we provide a comparison with thealtg
approach of [2] in Sec. VI.

Few approaches have taken into account the actual fordeg ac
on the boundary for the boundary handling so far. Oger etél. |
propose a method for the two-way coupling of a particle-dast
fluid and a moving solid in two dimensions. However, only th
local pressure on the solid surface is evaluated. Dynamie$
e. g. due to viscosity, are neglected. Hieber [3] adopts IBM f
the boundary handling of particle-based fluids with defdstea
solids and fixed boundaries, thereby allowing a greater amaiu
control of the fluid and taking into account all forces actorgthe
bounda,ry' However, non—penetratlon 1S nOt. addressed.tmddl Fig. 2. Triangulated surface and particle representatfcthe teddy model.
ally, a fixed number of Lagrangian force points is used to damp
the boundary and an underlying Eulerian grid is used to teans

values between the fluid simulation and the force points. Neges loop over the particles is avoided. For the computation effthid

the idea of [3] to modify the underlying momentum equatioynamics, we use the reformulated Euler equation with eater
to ensure the chosen boundary conditions with a directigrcisces denoted by

approach. However, in contrast to [3], forces can be applied
directly at the contact point and thereby, force interpotet are dv (V (E) + Py )
. A ; = sVp | +sg (3

avoided. Non-penetration is guaranteed after each timesmtel dt
fluid leaking is avoided. This is especially important foe tfwo-
way coupling with rigid bodies due to the limited number o
degrees of freedom. We furthermore propose a simple sche
to cover different kinds of velocity boundary conditionsher
approach is realized in a predictor-corrector fashion.

The concept of direct forcing has been successfully apptied
other simulation areas such as constraint handling fod igjr]— dve P, P,
[49] and deformable [50], [51] solids. However, these apptes a Zmb 2 + 2 +ap | VaWh(xa) +8  (4)
are beyond the scope of this paper. The same applies to hgunda b b
conditions for other fluid methods such as the Lattice Bo#tam with the viscosity term
method [52]. The idea of predictor-corrector schemes has al -
been successfully applied in contact and collision hagdfior M, = — VapXab (5)
rigid and deformable bodies, see e.g. [4], [53]. “ [Xap|? + 0h?

ith pressureP, densityp and velocityv. It results in a sym-
ﬁ:etrized discrete momentum equation that conserves liaedr
gﬁ%ular momentum [2]. The discrete momentum equation fr th
accelerationdg'—; of a particle with added artificial viscosity [2]
and the original kernel functiofi, thereby reads

I1l. FLUID MODEL The pressure® is calculated using the Tait equation [7], [8] to
For the fluid simulation, we use a corrected SPH formulatioﬁﬂ;:lrz;gigSoensny ratios between the current depsityd the
(CSPH) [6] and the weakly compressible pressure formuiatio
employing the Tait equation [7], [8]. poc2 p 7

The basic idea of SPH is to represent a functjtix) as a P== <%) -1 (6)
smoothed functionf(x)) using a finite set of sampling points
x;, With massm,;, and densityp;,, and a kernel functiomV,(x) = The speed of sound; is usually chosen such that the Mach
W(x —xp): number of the simulation is below.1. For further details see

(F60) = 30 6e) W ) (1) e.g.[sl
b

However, this original SPH formulation developed indeparity
by Gingold and Monaghan [54] and Lucy [55] suffers from
inaccurate calculations at boundaries. Since the numbeeigh- In the context of rigid-fluid coupling, various rigid-body
boring particles at boundaries is smaller than inside thal,flurepresentations have been proposed, e.g. triangle me4Bgs [
an incorrect lower density is calculated and negative press adaptively sampled distance fields [56], and particles $&hilar
can occur. As we extensively deal with boundaries in rigido [2], we employ a particle representation for arbitrargidi
fluid coupling, we address this problem by using the constapedy surfaces. The particle representation is generated in
correction technique for SPH proposed in [6]. By using arpgéeth preprocessing step using a distance field [57]. An example is

IV. RIGID BobYy MODEL

kernel function shown in Fig. 2.
W (x) = (%) ) Although the proposed rigid-body representation allowsé&o
2 VeWe(x) unified handling of rigid bodies and fluids in certain aspetthe

for the density calculation, this model avoids inaccurasgures simulation, e. g. particle-particle collision tests, oouhdary han-
at boundaries. The overhead for the computation of the adaptlling approach could be combined with alternative repriegems

kernel function,(x) is negligible. Since the volum&. of a such as triangle meshes or distance fields. These repriésesta
particle is constant, it can be precomputed. Thus, an adaiti however, are beyond the scope of this paper.
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tangential velocity of the fluid and the rigid body. Here, vee the
predicted velocity of the subsequent timestep to propearhsider
accelerations due to body forces such as gravity. E. g., feea
slip condition, the component of the fluid velocity tangahtd a
vertical boundary would not be damped. The second term of (8)
controls the elasticity of the collisior. is called the coefficient
of restitution.é = 1.0 thereby corresponds to a perfectly elastic
Fio 3 Rigid particlexo and fiuid particlex in contact. The position collision, while § = 0.0 results in a perfectly inelastic collision.
xi dénotegthepcontaé;%oint of the |?Iuiol anfiFthe rigid body. TMGp&ST‘F If no't stated otherW|s.e, we uge= 0.0 in (?ur scenarlo's,. i.e. the
andrp denote the radii of the respective particles. The veetdenotes the T€lative normal velocity between the fluid and the rigid bady
distance of the contact poind,;, to the center of mass. of the rigid body. the boundary layer is zero. Both damping parameteand ¢ are
always in the intervalo, 1].
To avoid sticking, we substitute the boundary condition{$)
V. BOUNDARY HANDLING

* *
In this section, we introduce a novel technique to en- vrlt+h) = [VT(tJrh)]t + [V"(t+hﬂ" ©)

force boundary conditions for particle-based rigid-flumhtacts. for v (¢ + k) - n > 0. This leaves the normal component of the

Boundary conditions model the relative velocities and fass$ relative velocity unchanged if the fluid particle and thedigody

of the fluid at the boundary. Our approach allows to contr@ire moving away from each other. To simplify the subsequent

both the normal and tangential relative velocities and #la-r explanations, we generally use (8) and omit (9) due to the

tive positions effectively to realize various boundary ditions. similarities of both cases.

The relative velocities and positions are controlled inasate

substeps as e.g. proposed in [4], [53] for collision and acnt g Velocity update

handling of rigid and deformable solids. The boundary model

for the relative velocities is discussed in Sec. V-A. Enfiogc q In t.rt')'s dse\;:vtlo?, tthﬁ er(;flortiﬁment of tfh € vgloclzlty;lc%nstsat!sf .
the desired velocities and positions is realized using acdir escribed. Yve Tirst handle the case o a single Tiuid parttie |

forcing approach discussed in Sec. V-B and V-C, respegtivel contact with a rigid body. Then, we generalize the idea t@essv

is implemented in a predictor-corrector fashion. Non-peti®n fluid particles in contact with a single rigid body. For a ding
is thereby addressed. In Sec. V-D, we discuss the entirdimépe fluid particle with index:, the contact point of the fluid particle
of a single simulation step. At the end, simplifications foree with _the ”g'_d_ body has th_e absolute positiafy, ;(¢ + 1) and the
way solid-to-fluid coupling and static boundaries are disel. relative positione; (t+h) with respect to the center of mass of the
To detect collisions, we follow [53] in advancing the pasit rigid body. To enforce our boundary condition (8) on the tie&a

without boundary forces and performing the collision détecon velocity v,.;, we exchange a control forde; between the fluid

that advanced positions. Intermediate advanced valueteacted particle a_nd the rigid bc_;dy. Assur_n_lng a smple_EuIer_step, we
with a single or double asterisk,{*). end up with the constrained velocities for the fluid particle

vi(t+h)=vi({t+h)+ iFi (10)
A. Controlling the relative velocity o _ i

In this section, we discuss the employed model for the vtyociand the rigid body at the contact point
control at the boundary. As noted in Sec. IV, rigid bodies are Vepi(t+h) =vi i(t + 1) — LF-
sampled with particles. If we detect a collision between aflu wr P me "
particle with positionx, velocity v, massm and a rigid body + hEf (t+ )T Y O)TF(t + h)F; (11)
particle xp, we calculate a contact poisd.,, = xp + rpn at
the boundary of the colliding rigid body particle (see Fig. 3
denotes the unit surface normal of the rigid bodyxag. m. is
the total mass of the colliding rigid body.

The rigid body velocity at the contact point is given by

with T being the cross product matrix of the vectorin order
to predict the velocities/; (¢t + k) and v, (¢ + h), we take into
account all forces such as pressure forces, viscous fomgs a
gravity.

Using the right hand sides of (10) and (11) for the relative
vep(t+h) = ve(t+h) +wa(t+h) x ™ (t+ h) (7) velocity v, ;(t+ h) in the constraint equation (8) and solving for

. . . ... the unknown control forc&; yields
with r*(t+h) = x5, (t+h) —xz(t+h) being the relative position oy

of xZ,(t + h) with respect to the center of mas§(t + h) of the .
rigid body. v¢ (t + ) andwe (t + ) denote the linear and angular g _ 1 KL + L) Es+ 50 (t+ M) YOF (t+h)| ¥
velocity of the rigid body, respectively. h [\m; — mec ’ ’
Now, we want to impose a boundary condition on the relative. , . . N (12)
velocity v, = v — v, of the following form: With ¥; := & [vi,;(t + h)], =8 [vri(t)],, —v7;(t+h) and the 3x3
identity matrix Es. If we havek fluid particles in contact with a
vi(t+h) == ve(t+h)—vep(t+h) = [vy(t+h)], =6 [vr(t)], . single rigid body, solve each contact separately using, (@)
(8) simply add up the forces and torques on the rigid body, we term
The current normal velocity is thereby given[as(t)],, = (v-(t)- this local approach
n)n and the uncontrolled tangential velocity of the next timepst  Now, we assume that a single rigid body is in contact with
is given as[vy(t+h)], = vi(t + h) — [vi(t+h)],,. The first & fluid particles and we want to enforce all contact velocities
term of (8) controls the slip. It can be used to damp the redatisimulateneously. This is termeglobal approach Similar to the
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case of a single contact, we apply symmetric control foleeat C. Position update
each contact point. For the rigid body these control foraes s

In addition to the correct relative velocity at the boundary
up to a net force® and a net torque:

we want to enforce non-penetration of the fluid particleshwit
F— _Z F. (13) respec_t to thg boundary. We therefpre control the positibn o
it the fluid particles at the boundary in a separate substep. We
T = —Zr;‘(t+ h) x F;. (14) enforce the centers of the boundary fluid particles with usdi
r; to retain a distance; to the contact poini., ;. Since we
OnceF andr are known, we can calculate the future lineahave considered this contact point for the computation ef th
and angular velocity of the rigid body and thereby the rigatty ~control force, such a position correction does not influgheeslip
velocities v, ;(t + h) at thei-th contact point. The velocities condition. The corrected position update is implementedguan
of the fluid particlesv;(t + h) can then be calculated using theadditional control impulsg; = j;n acting in normal direction,
constraint equations that is only applied in the position update of the integratstep.
It is calculated in the same manner as the control force fer th
vi(t+h) =e[vii(t+h)], =6 [vri(t)], +vepi(t+h). (15) velocity update. To meet the desired distance, we need tranf

To derive our system of equations fBrandr, we express the [xi"(t+ 1)+ hji — Xcpi(t + ) n=rp. (19)

future velocity at thei-th contact point as As the update is only applied to the fluid particles, we can use
. h T . the final contact point positior,,, ;(t+h). Both,x,, ;(t+h) and
Vep,i(t +h) = vepi(t+h) + —=F +ht;” (t+ )L ()7. (16)  the predicted future fluid positions ™ (¢ + k) are calculated using
‘ the modified velocities from the subsequent step. The cbntro
Plugging this future velocity ., ;(t + h) for the contact point impulsesj; are then computed as
and the future velocitw;(t + h) = vj(t + h) + mLFZ for the 1
fluid particle into the constraint equation (15) and solviagthe Ji=g [(Xep,i(t+h) =x;"(t+h)) -n+rp]n (20)

unknown constraint forc&'; yields . .
Unfortunately, the position update leads to a higher cosipre

- h o . sion of the fluid at the boundary layer. However, higher dgnsi
F;, = # \%-er—FJrhfi (t+h)I ()T (17) ratios are rapidly balanced in subsequent timesteps wigh th
c employed weakly compressible pressure approach. The ruaxim
with the unknown net forcef and the net torque- on the density ratios encountered in our simulations are giverainld|.
right hand side. The control forcds; are now plugged into the
equations (13) and (14) for the net forEeand torquer on the D. Two-way coupling

rigid body. As a result, we get the symmetric, positive défini ) ) ]
In Alg. 1, we show all stages of a single simulation step. As we

6x6 linear system of equations for the unkownsand ~
need to know the unconstrained velociti€gt+h) andvy, ; (t+
%F -y iy, h) to calculate our control forc& and torquer, we perform a
A rf’(t)T Yy i g (t o+ h)\%-] (18) predictive integration step for the fluid and the rigid bedik the
correction step, we only consider fluid particles and rigidiies
with the system matrix that are in contact. The same holds for the position update. W
thereby take into account the modified velocities. Overgil,to

three collision detection steps are performed.

(me + 3. m;)E3 S miw T (t 4 h)

A= S i+ h) 1) + 5 e (¢4 RET (L + h)

Algorithm 1 Pseudo code for two-way coupled moving bound-
The employed concept is closely related to the interpetietra aries
resolution scheme of [4], [5]. In this approach, collisidiedween Require: n fluid particles, m rigid bodies
several rigid bodies are handled by setting one rigid body ag: Detect fluid-fluid collisions
central body and the others as outer bodies. The outer badkes 2: Calculate fluid and rigid-body forces
pushed out of the central body in a two-way coupled fashion3: Integrate fluid and rigid body (predictios)(t) — x* (¢ + h),
However, instead of interpenetration resolution we addys t v(t) = v*(t+h)
method to enforce our boundary velocity constraints in a-two4: Detect rigid-fluid collisions

way coupled fashion by applying symmetric forces. 5: Calculate net forc& and net torque-
Since the velocities of the fluid particles at the boundasy ar 6: Integrate fluid and rigid body (correctior) (t) — x**(t+h),
completely determined by the constraint equations, thetiary vi(t+h) —v(t+h)

velocity calculations fork contact points at a single rigid body 7: if (any contacts in 4jhen
can be reduced to the linear 6x6 system of equations in (b8). 18:  Detect rigid-fluid collisions
Sec. VI, we discuss several experiments using both the wwhl 9:  Correct fluid positions<™* (¢ + h) — x(t + h)
the global approach. Additionally, we compare the perforcea 10: end if
of both approaches.
This section has discussed the velocity update of the rigityb ~ Steps 7-9 in Alg. 1 are only performed once, even if some
and the fluid particles. The position update for interpeai&n penetrations are not resolved due to conflicting conssaiee
handling is adressed in the following section. Sec. VIl for some notes on this issue.
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local vs. global response

E. One-way solid-to-fluid coupling and static boundaries 16
1.4 4

For the two-way coupling, we need up to three collision 21:2*
detection steps which are comparatively time-consumimgome PRER
cases, however, the influence of the fluid on the solid is small £°¢1

and could be neglected (e. g. heavy objects) or the solid does ng local respanse
. .. o V4 — globalresponse
move at all. For this case, we propose to use a more efficienton ° | : 2
way solid-to-fluid coupling. In this one-way coupling, thelid 00 : ‘ ‘ ‘ ‘ ; ; ‘
influences the fluid, but not vice versa. The rigid body veioat SR eetep 00 oo e
the contact point in (11) or (16), respectively, therebyifies
to Fig. 4. The diagram shows the computation time for the localtaadylobal
. response scheme for the sinking ship scene. Both are lingheinumber of
Vep,i(t+h) = vep i(t+h) (21) contacts and make up only a small fraction of the total commirtaime of
250-280ms.
for one-way coupling or
Vepilt+h) = Vepi(t) =0 (22) G. Implementation issues

The efficient detection of particle-particle contacts ig a@f the
for static boundaries, respectively. The fluid velocity ca@ fundamental issues in particle-based fluid simulationsil&i to
calculated from the boundary conditions (8) in the usual.way [57], we use a uniform spatial subdivision and store the ltesu

As the rigid body is integrated prior to the control forcen a hash table [58]. We also follow [57] in employing temgora
calculation and as the rigid body is not affected by any cotoherence, i. e. we only update the information of partitfléseir
rections, we can calculate the velocity and position céimac grid cell has changed. Due to the restrictive timestep, teaip
for the fluid in one step. This saves one collision detecti@p s coherence significantly speeds up the insertion of pastizieo
compared to the two-way coupling. As the collision deteti® the hash table.
comparatively time-consuming, the efficiency can be sigaiftly
improved using the one-way coupling. Additionally, thesenio Vi
need to solve a system of equations, as the fluid velocitiedea

directly computed from the boundary conditions. All stagés " this section, we illustrate the capabilities of our boaryd
single simulation step for the one-way coupling are sumzei handling technique with 2D and 3D experiments that range fro
in Alg. 2. some simple explanatory scenes to high-velocity impacts. W

make use of both the local and the global approach for upglatin
the boundary velocity. The following experiments are perfed:
As many authors use penalty methods in their simulations, we

. RESuULTS

Algorithm 2 Pseudo code for one-way coupled boundaries

Require: n fluid particles, m rigid bodies first compare the proposed approach to the penalty approach
1. Detect fluid-fluid collisions of [2]. Then, we demonstrate different slip conditions in & 2
2: Calculate fluid and rigid body forces setting. Handling high-velocity impacts and one-way coupls
3: Integrate fluid and rigid body (prediction)(t) — x*(t +h), jjustrated with a stone impacting a water basin. Sec. VIFE a
v(t) = v (t+h) VI-F illustrate buoyancy and drag effects. Finally, we shamme

4: Detect fluid-rigid collisions

; : . ) advanced two-way coupled scenes.
5: Calculate fluid velocity and position (correctiorj (t+h) —

Tab. | gives an overview of the performance for the scenarios
x(t+h), v (t+h) = v(t +h) All performance measurements are given with respect to an
Intel Dual Core 2.13 GHz with 4 GB of RAM, running a single-
threaded version of the simulation. In all simulations, wse= u
an explicit leapfrog integration scheme. If not stated otlie,
the viscosity is set tor = 0.1. As pointed out in [8], the
compressibility of the fluid is governed by the speed of sound
The timestep for the simulation is chosen according to thghe speed of sound has been chosen with respect to the maximum
Courant-Friedrichs-Lewy (CFL) convergence conditioneTie- relative velocity between fluid and solids to ensure a certai
sulting timestep is generally rather restrictive with ®spto density ratio. Both values, the speed of sound and the messur
stability of the fluid and it has turned out that the simulasio density ratio are stated in Tab. |. We also give the perforaan
remain stable when the two- or one-way coupling is incorgata for a single fluid calculation step without boundary hanglland
For the rigid-fluid interaction, we basically need to enghs two  a complete simulation step including the boundary handling
particles do not move more than their diameter towards el 0 For the performed experiments, we have used either the local
in one timestep. In the experiments, we use timesteps rgngiy the global approach. Both approaches are linear in theoeum
from 6-107° to 1.5- 104 of contacts and make up less than 1% of the total computation
The estimation of appropriate parameters for differentiolamy  time in most scenarios. Both approaches show plausibldtsesu
conditions can be a tedious task, particularly as the effetthe whereas in the global approach the boundary velocities ate m
parameters typically depend on the timestep. In our approamore accurately. All timings in Tab. | are given using thedbc
the handling of parameters is comparatively easy. Firstlptree approach. In Fig. 4, we compare the local and the global respo
total number of free parameters is only two, namely the dampiwith respect to their performance for the sinking ship scene
parameters, §. Secondg, s are always in the intervdD, 1]. illustrated in Fig. 5.

F. Parameters
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TABLE |
SOME EXEMPLARY SCENES NUMBER OF PARTICLES COMPUTATION TIME FOR ONE SIMULATION STERPSOUND SPEED AND MAXIMUM DENSITY RATIO.

scene fluid particles  cluster particles fluid calc.[s] simulation step[s] dspésound max density ratio
Impact 850k 9k 3.47 7.07 600 1.19
Floating cuboids 2M 7.5k 5.79 114 250 1.13
Floating spheres 130k 760 0.56 1.14 250 1.026
Stone-skipping 240k 94 0.83 1.64 300 1.07
Flotsam 2.57M 18.6k 7.61 15.03 225 1.16

Fig. 5. Two-way coupling of a sinking ship with a fluid. Coldrearticles
on the left indicate the flow of the fluid. The picture on thehtigndicates
the accuracy of the boundary handling.

Fig. 6. A vessel is floating in a water basin. No fluid is leakthgpugh the

For the reconstruction of the fluid surface, we employ marghi °°U"da"-

cubes [59], while single particles are handled as blobsnfu-
lated surfaces are employed for visualizing the rigid bedi&ur-
faces and blobs are rendered in POV-Ray (http://www.pogrgy.
In some cases, we visualize the underlying particle sirauldbr
illustration purposes.

A. Comparison to a penalty based approach

Many authors employ penalty methods for handling boundarie
in particle-based simulations. We compare the proposed! loc
approach with the penalty based approach of [2]. We haveechos
a 2D example of a leaking ship sinking into a fluid to illuséréte
effects of both boundary methods without getting distréutte the
surface reconstruction. Large parts of the ship are onlsessmted Fig. 7. Experimental set-up for the slip condition.
by a single layer of particles. As for the penalty method esalv
effects can be observed in the experiment:

 Penalty methods offer only limited control. To ensure norB. Accuracy
penetration, large penalty forces have to be applied. This
leads to elastic collisions with an unknown coefficient of To illustrate accuracy and non-penetration of our method in
restitution. 3D, we simulate a vessel falling into a large basin of fluid.
« Penalty methods can only react in a subsequent timestepfi@. 6 illustrates this setting. Although the boundary isresented
a penetration has already occured. Therefore, the distfncenly by a single layer of particles, no fluid is leaking thrbug
fluid particles to the boundary slightly varies over time.-Adthe boundary. The velocity update is performed using thalloc
ditionally, unnatural accelerations can occur. For th&ism approach.
ship, this leads to the effect that the ship is not correctly
filled and single particles are bouncing on the surface.

The proposed local and the global approach can cope witle thes sjip condition

issues. As velocity and position are controlled in différenb-

steps, non-penetration and inelastic collision can beézexhht the Imposing different kinds of slip conditions is a challengin
same time. As velocity and position are predicted and ctedec issue. However, using the proposed method, slip can easily b
in the same simulation step, constant distances can beedalicontrolled. In Fig. 7, we show the experimental setup for the
and unnatural accelerations of fluid particles at the boyndee illustration of different slip conditions. Particles anmigted on the
avoided. The ship is properly filled with fluid particles andks left-hand side, flowing down a static ramp. Different slimddion

into the basin. Even in case where it is fully submerged, noranging frome = 0.0 (no-slip) toe = 1.0 (free-slip) lead to
penetration with constant distance can be enforced. Sosuttse different flow properties. We refer the reader to the accomiogy
can be seen in Fig. 5. video to assess the effects in a dynamic simulation.
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experiment illustrates that the influence of dynamic foroes
moving rigid bodies is properly captured with our method. A
rigid sphere is dropped into fluids of different viscositfes= 0.1,

v = 3.0). Fig. 10 depicts both scenarios at the same time point.
The images show that the sphere is sinking deeper in the low-
viscous fluid compared to the high-viscosity fluid. The local
velocity update is employed for the boundary handling irs thi
setting.

Fig. 8. Impact: High-velocity impact of an asteroid.

Fig. 10. Viscous effects: Spheres dropped into fluids wiffedgnt viscosi-
ties. Viscosity is set td@.1 in the left image and t&.0 in the right image.

G. Two-way coupling

The following two experiments further illustrate the prepd
two-way coupling approach. Fig. 1 and Fig. 11 show a stone-
skipping experiment. Due to its high velocity, the stonesftected
at the fluid surface. The initial velocity is about 90% of the
velocity of the impact scenario. For low velocities at thel etihe
stone finally sinks. Again, we would like to refer the reader t
the accompanying video to assess the dynamics. In this iscena
the local and the global boundary handling approach show ver
similar dynamics. Fig. 11 is simulated using the global apph.
Fig. 1 illustrates the local approach.

Fig. 9. Buoyancy effects: Cuboids of different densitiespgred into a fluid.

D. One-way solid-to-fluid coupling

Fig. 8 illustrates one-way solid-to-fluid coupling with anpact
scene of an asteroid model. Due to the high velocity of therast
oid, the speed of sound is set@00. The maximum density ratio
at the time of the impact i$.19. For the rest of the simulation,
the density ratio is below.1. The experiment indicates that high o
relative velocities can be handled. Fig. 11 Stone-skipping.

A second experiment to illustrate the two-way coupling is
E. Buoyancy effects shown in Fig. 12. Here, complex-shaped rigid objects ardifiga
In Fig. 9, we illustrate that buoyancy effects are propedp-c on a wave. Again, the boundary handling is performed usieg th
tured using the proposed global response scheme. Thre@dsubfcal approach.
of different densities are dropped into a fluid. As expectéd,

lightest cube (red) is floating, the cube with medium density VIl. CONCLUSION AND FUTURE WORK
(green) is sinking slowly and the heaviest cube (blue) ikisg We have presented an efficient Lagrangian method for the
fast.

handling of fixed and moving boundaries. Direct forcing is
employed to realize a large range of slip and Neumann boyndar
F. Drag effects conditions. The proposed technique can be used for one- and
Some approaches such as [46] take into account only ttveo-way coupling with arbitrarily shaped boundaries tha¢ a
pressure forces acting on the boundary. Effects due to digsanrepresented with particles. Static and dynamic forces arpeply
forces such as viscosity, are not properly captured. THeviolg taken into account to allow for buoyancy and drag effects. In
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Fig. 12. Boundary handling for arbitrarily shaped objedisstrated with
flotsam on the beach.

contrast to previous Lagrangian methods, overlaps of fluid a

rigid-body particles are avoided. The proposed methodpsisor
to previously used penalty-based approaches such as {fets
a greater amount of control, ensures non-penetration addei

(2]
(3]

[4

[l

(5]
(6]

[7

—

(8]

(9]

(10]
(11]
(12]

(13]

not introduce stiffness to the system. At the same time, it ﬂf4]

computationally efficient and scales linearly in the numbér

contact points. We have made several tests using two variant
of the approach, namely handling each contact point sepgprat
and solving all boundary velocities at once. Both methodsvsh [15]

plausible results and a very similar performance. Whileglobal

approach is more accurate, the local approach allows tattjire [16]
process collision pairs. The set up of a system of equatiens i

thereby avoided.

The presented schemes work with compressible and wealdy,

compressible models. This restriction allows to avoid glob

computations, i.e. computations that take into accountsthte

of the whole fluid domain. Since particle-based fluids scaddl w L

for large scenes, the proposed boundary handling appregur-
ticularly interesting for complex scenes with irregulamaiation
domains. Further, the underlying model for controlling tektive

velocities is easy to adjust, as the number of free paraséer

low. Additionally, the range of the parameters is known.

(18]

(19]

(20]

We currently do not handle simultaneous contact of a single
fluid particle with more than one rigid body and simultaneous

contact of several rigid bodies in a fluid. We believe thatrssp

ticated but often expensive methods such as contact grapiis ¢ 21

be employed to handle such settings.
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