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Figure 1: Comparison of our proposed boundary handling scheme to Akinci et al. [AIA∗12]. Left: initial setting. Middle: fluid particles slide
down the inclined plane. The pattern is distorted due to erroneous oscillations in the density and pressure force computation. Right: our
approach removes these erroneous oscillations.

Abstract
The paper shows that the SPH boundary handling of Akinci et al. [AIA∗12] suffers from perceivable issues in planar regions
due to deviations in the computed boundary normals and due to erroneous oscillations in the distance computation of fluid
particles to the boundary. In order to resolve these issues, we propose a novel boundary handling that combines the SPH
concept with Moving Least Squares. The proposed technique significantly improves the distance and normal computations in
planar boundary regions, while its computational complexity is similar to Akinci’s approach. We embed the proposed boundary
handling into Implicit Incompressible SPH in a hybrid setting where it is applied at planar boundaries, while Akinci’s technique
is still being used for boundaries with complex shapes. Various benefits of the improved boundary handling are illustrated, in
particular a reduced particle leakage and a reduced artificial boundary friction.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional Graphics and
Realism—Animation

Keywords: physically-based animation, fluid simulation, Smoothed Particle Hydrodynamics, Moving Least Squares, boundary
handling

1. Introduction

Particle-based boundary representations in fluid simulations are
flexible and easy to handle with Smoothed Particle Hydrodynam-
ics (SPH) [Mon92]. As shown, e.g. in [IAGT10,AIA∗12], particles
can represent solid boundaries with arbitrary geometric complex-
ity. Varying sample sizes and potentially missing kernel contribu-
tions can be handled, which makes it remarkably easy to generate
particle boundaries from scratch or from alternative representations
such as triangle meshes [ACAT13].

However, particle-based boundary representations also have is-
sues. In particular, this paper shows that the boundary handling
scheme of Akinci et al. [AIA∗12] suffers from perceivable issues
in planar regions due to deviations in the boundary normal compu-
tation and due to erroneous oscillations in the distance computation
of fluid particles to the true boundary. To address these issues, we

propose a combination of the versatile unified particle representa-
tion of boundaries [AIA∗12] with a Moving Least Squares (MLS)
technique [ABCO∗03]. Thereby, we locally reconstruct the surface
of the true boundary by fitting boundary particles to a plane. Hence,
for planar boundaries, we get precise surface normals and accurate
distance information, while non-planar boundaries are still being
handled with the approach of Akinci et al. [AIA∗12]. We show
that our approach completely eliminates problematic oscillations
in planar regions, while its computational complexity is compara-
ble to [AIA∗12]. We further show that the proposed boundary han-
dling reduces the artificial boundary viscosity caused by the particle
discretization.

For the experiments, we incorporated our MLS boundaries into
the Implicit Incompressible SPH (IISPH) pressure solver [ICS∗14].
Unlike state equation solvers, e.g. [MCG03, BT07], IISPH com-
putes pressure p by solving a pressure Poisson equation (PPE) of
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the form ∆p = sss, cf. [Cho68]. The source term sss encodes a pre-
dicted density deviation at all particles that has to be corrected by
pressure accelerations using the computed pressure field. The pro-
posed boundary handling is embedded into IISPH and contributes
to both sides of the PPE. While the improved distance computation
contributes to the source term, the corrected normals do so in the
discretization of the Laplacian.

Organization: The remainder of this paper is organized as fol-
lows. The following section describes existing approaches related
to the handling of solid boundaries in SPH. The issues of [AIA∗12]
in planar regions are illustrated. Sections 3 and 4 discuss the pro-
posed concept to eliminate these issues. Implementation details
are described in Section 5. In Section 6, we compare our method
to [AIA∗12] and show how it improves the simulation results. Fi-
nally, we conclude in Section 7.

2. Related Work

SPH has been used in computer graphics first in 1995 by Stam and
Fiume to simulate gaseous phenomena and fire [SF95]. Müller,
Charypar and Gross extended their approach in 2003 to sim-
ulations of compressible fluids [MCG03]. From that time on,
research has focused on practical formulations for incompress-
ible fluids [SP09, HLL∗12, MM13, ICS∗14], multiphase simula-
tions [MSKG05,SSP07] and highly viscous fluids [TDF∗15,PT16].
We refer readers to [IOS∗14] for a survey of SPH fluids. In this
work, we focus on one specific aspect of SPH fluid simulations,
namely the modeling of solid boundaries.

Boundary Handling in SPH: Many SPH-based fluid simulations
model boundaries with particles [Mon05,ICS∗14,BK16,TDNL16].
For instance, in [Mon05], boundary particles exert penalty forces
on the surrounding fluid particles as soon as they are within a cer-
tain distance. Penalty forces should prevent that fluid particles pen-
etrate the boundary, but since they also lead to large pressure vari-
ations within the fluid, small time steps are required to produce a
smooth pressure field.

In order to achieve larger time steps, [BTT09] proposed the di-
rect forcing method. Computing control forces and velocities with
a predictor-corrector-scheme allows simulating one- and two-way-
coupled rigid bodies. However, due to an incomplete support do-
main, approximating field variables with SPH is problematic at
boundaries. As a result, fluid particles tend to stick to the bound-
ary if a distance-based penalty force or the direct forcing method
is used. Therefore, boundary particles should contribute to the re-
construction of field variables. For this purpose, various techniques
have been developed. For example in [MFZ97, SSP07, IAGT10]
boundary particles are treated like fluid particles. This means that
each particle has its own density and pressure value.

Another technique to treat boundary conditions is the usage of
ghost particles [CL03, YRS09, SB12]. For fluid particles that are
located at a certain distance to the boundary, a ghost particle is
generated, which has the same viscosity, mass, density and pres-
sure as its associated fluid particle. But generating such ghost parti-
cles is challenging for complex boundaries. Also, the particle sam-
pling of the boundary has a significant influence on the numerical

stability and quality of the simulation. While simple objects like
cuboids can be easily represented by uniformly distributed parti-
cles, for complex objects with convex or concave shapes an irreg-
ular sampling is inevitable. Furthermore, for performance reasons
only the surface of these objects should be represented by particles.
Akinci et al. propose to treat irregular samplings by computing vol-
ume contributions [AIA∗12]. Based on the concept of the particle
number density [OS03,SP08], their approach mirrors the hydrody-
namic quantities of a fluid particle, i.e. density and pressure, onto
its neighboring boundary particles. While adhering to the concept
of SPH, their approach is efficient to compute and allows a versatile
coupling of fluids and solid objects.

Alternative to particles, there exist other methods to efficiently
represent boundaries, e.g. with triangle meshes [HEW15, FM15].
On the one hand, triangular meshes are advantageous for rep-
resenting large planar boundaries. The reason is that, compared
to particles, the number of primitives required to represent the
boundary can be considerably reduced [HEW15]. Furthermore,
surface normals and distances to the boundary are precisely com-
putable [FM15]. Yet, on the other hand, handling discontinuous
surface normals and non-manifold structures that cause spatial and
temporal discontinuities of the fluid properties is challenging for
arbitrary geometric boundaries.

Issues of Particle-based Boundary Handling: Employing the
particle representation of solid boundaries described by [AIA∗12],
the density ρi of a fluid particle i at time t is computed as

ρi(t) = mi ∑
f

Wi f (t)︸ ︷︷ ︸
ρi←fluid

+∑
b

mbWib(t)︸ ︷︷ ︸
ρi←boundary

, (1)

where m is the mass of a particle and W the SPH smoothing kernel.
We use subscript f and b to distinguish between fluid and bound-
ary neighbors, respectively. The mass mb of boundary particle b
depends on the rest density ρ

0
i of fluid particle i (mirrored den-

sity). It is computed via the volume Vb of the boundary particle:
mb = ρ

0
i Vb. The density computation can be split into two distinct

parts: a part ρi←fluid that considers only how neighboring fluid par-
ticles contribute to the density and another part ρi←boundary, which
considers only the contribution of boundary particles. Applying the
same idea to the pressure acceleration aaap

i of fluid particles (mir-
rored pressure) and omitting time indices results in

aaap
i =−∑

f
m f

(
pi

ρ2
i
+

p f

ρ2
f

)
∇W i f︸ ︷︷ ︸

aaap
i←fluid

−∑
b

mb
pi

ρ2
i
∇W ib︸ ︷︷ ︸

aaap
i←boundary

, (2)

where the terms aaap
i←fluid and aaap

i←boundary describe the contribution
of neighboring fluid and boundary particles, respectively. To sim-
plify the following equations, we define the vector nnni for a fluid
particle i as

nnni = ∑
b

mb∇W ib . (3)

Thereby, we can write the pressure acceleration caused by the
boundary in a more compact form: aaap

i←boundary =−pi/ρ
2
i nnni.

Please note that this acceleration points into the direction of nnni
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Figure 2: Top: the boundary handling scheme of Akinci et
al. [AIA∗12] can lead to small oscillations of the magnitude and
direction of the pressure forces exerted from the boundary. Bottom:
for of a planar boundary, the pressure forces should rather point
into the direction of the plane’s normal and have an equal magni-
tude.

and that nnni is in general not normalized. For planar boundaries, nnni
should be orthogonal to the boundary.

As illustrated in Fig. 2, the boundary handling scheme of Ak-
inci et al. [AIA∗12] has the following issues: as the fluid particle
moves on the planar boundary, its spatial relation to its neighboring
boundary particles changes. This in turn leads to small oscillations
in the distance computation to the true boundary and therefore to an
erroneous evaluation of the density contribution ρi←boundary. The
same problem arises in the computation of the pressure acceleration
term aaap

i←boundary. In this case, the small deviations result in oscilla-
tions of the magnitude and direction of the pressure forces, whereas
the forces should always act in normal direction of the plane. We
address these issues in Section 3 and propose replacements of the
terms ρi←boundary and nnni by locally reconstructing the surface of
the true boundary by fitting a fluid particle’s boundary neighbors to
a plane. Further, we will show that this allows a precise evaluation
of both terms.

Point Set Surfaces: Reconstructing 3D surfaces from oriented
point samples is a well-studied area of research in computer
graphics and vision. For example, it allows fitting of scanned
data, filling of surface holes and re-meshing of existing models,
e.g. [ABCO∗03,PKKG03,FCOS05]. One approach to define a sur-
face from a set of points was introduced to computer graphics by
Alexa et al. [ABCO∗03]. Thereby, the surface is locally approxi-
mated with polynomials using a MLS fitting procedure. This tech-
nique is advantageous, since MLS is insensitive to noise and leads
to a smooth reconstructed surface. However, it is sometimes neces-
sary to know the intrinsic topology of the point samples and to have
a parametrization of the surface before surface fitting is applicable.
Since, in general, this is a non-trivial task, in this work, we restrict
the fitting procedure to planar surfaces.

3. Method

In this section, we first describe how fitting a plane from the po-
sitions of a fluid particle’s boundary neighbors can done very effi-

ciently by using MLS. Furthermore, we show how the information
that we gain from the fitting procedure allow an accurate computa-
tion of the density and pressure forces at the boundary.

Planar Fitting of 3D Point Samples: A plane is implicitly de-
scribed by a normal vector nnn = (a,b,c)T and an offset d, such that
for any point ppp = (x,y,z)T on the plane the following holds true:

ax+by+ cz+d = 0 . (4)

Given a set of N point samples {(xi,yi,zi)
T }, we want to deter-

mine a, b, c and d such that the resulting plane best fits the point
samples. Assuming that the z-component is functionally dependent
on the x- and y-components, without loss of generality we can set
the coefficient c = 1 and minimize the squares of the deviations R
of the point samples:

minimize R2 (a,b,d)≡minimize
N

∑
i=1

(axi +byi + zi +d)2 . (5)

This procedure is known as least squares [KK56]. It optimizes the
squares of the residuals perpendicular to the x-, y- or z-axis, not the
residuals perpendicular to the plane. But this is not an issue since
all our point samples, i.e. boundary particles, should lie close to the
resulting plane. The conditions for R2 to be a minimum are

∂R2

∂a
= 2

N

∑
i=1

(axi +byi + zi +d)xi = 0 (6)

∂R2

∂b
= 2

N

∑
i=1

(axi +byi + zi +d)yi = 0 (7)

∂R2

∂d
= 2

N

∑
i=1

(axi +byi + zi +d) = 0 , (8)

which in turn lead to the following equations in matrix form: ∑x2
i ∑xiyi ∑xi

∑yixi ∑y2
i ∑yi

∑xi ∑yi N

 a
b
d

=−

 ∑xizi
∑yizi
∑zi

 . (9)

However, if solved directly, this formulation may lead to an ill-
conditioned linear system. To avoid this, we first compute the
barycenter p̄pp = (x̄, ȳ, z̄)T = 1

N ∑
N
i=1(xi,yi,zi)

T of the point samples
and then subtract it from each point sample. Thereby, and by sub-
stituting x̄i = xi− x̄, ȳi = yi− ȳ and z̄i = zi− z̄ Eq. (9) simplifies to:

 ∑ x̄2
i ∑ x̄iȳi 0

∑ ȳix̄i ∑ ȳ2
i 0

0 0 N

 a
b
d

=−

 ∑ x̄iz̄i
∑ ȳiz̄i

0

 . (10)

And finally, Cramer’s rule gives us d = 0 and

a =
N ∑ x̄iȳi ∑ ȳiz̄i−N ∑ x̄iz̄i ∑ ȳ2

i

N ∑ x̄2
i ∑ ȳ2

i −N(∑ x̄iȳi)2 (11)

b =
N ∑ x̄iȳi ∑ x̄iz̄i−N ∑ x̄2

i ∑ ȳiz̄i

N ∑ x̄2
i ∑ ȳ2

i −N(∑ x̄iȳi)2 . (12)

Remember, we assumed that the z-component is functionally de-
pendent on the x- and y-component. If this is not the case, the ma-
trix’s determinant becomes zero, which ultimately results in a divi-
sion by zero. To avoid this problem, we do the above calculations
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n̂nn

δ
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Figure 3: Top-left: the neighboring boundary particles of the blue-
colored fluid particle are fitted to a plane with normal nnn and dis-
tance δ. Top-right: a virtual boundary plane is created in a lo-
cal coordinate system. Bottom: view of the virtual boundary from
above. Boundary particles that may contribute to the SPH inter-
polation are colored in red and orange, whereat the red-colored
particles contribute more than the orange ones.

for all three separate assumptions, namely that each component is
functionally dependent on the other two. If the point samples do
span a plane, at least one of these assumptions will lead to a non-
zero determinant. Therefore, we choose the most well-behaved one,
i.e. the one with the largest determinant.

MLS Boundary Handling: With the procedure described above,
we can now fit the neighboring boundary particles of a fluid parti-
cle to a plane. Depending on the largest determinant, this gives us
a vector nnn and a point p̄pp on the plane. We go ahead by normalizing
n̂nn = nnn/||nnn|| and by defining that the fluid particle should always be
located in the positive half-space of the plane. Hence, we switch the
normals sign if n̂nn · xxxi < 0. In a next step, to solve the problem of an
inaccurate density estimation and to stabilize the magnitude of the
pressure acceleration, we compute the distance δ = n̂nn · (xxxi− p̄pp) of
the fluid particle to the fitted plane, as illustrated in the top-left im-
age of Fig. 3. With this distance it would be possible to analytically
compute the boundary’s contribution to the density, e.g. as done
in [FM15]. But since we want the computational overhead to be as
low as possible, and even more important, to avoid sharp contrasts
of the density and pressure acceleration near regions, where the fit-
ting procedure might fail, we proceed by numerically computing
the boundary’s contribution with SPH as follows.

First, we locally transform the coordinate system such that the
fluid particle is located at the origin. Further, the coordinate system
is rotated such that the normal n̂nn is axis-aligned with, e.g., the y-
axis. In this local coordinate system, we sample a virtual plane at
the distance δ below the fluid particle with virtual boundary parti-
cles, each having the same mass. Next, we evaluate the SPH kernel
and the magnitude of its gradient for each virtual boundary particle.
This can be done very efficiently by employing the symmetry and
anti-symmetry properties of the kernel, i.e. an explicit representa-

tion of the virtual plane is not required. For example, in the setting
of Fig. 3, where the SPH smoothing length is chosen as 2h, the
fluid particle with diameter h can at most interact with the orange-
and red-colored boundary particles. Since each of the red-colored
boundary particles has the same distance dred = ||(0.5h,δ,0.5h)T ||
to the fluid particle, and all orange-colored particles have the
same distance dorange = ||(1.5h,δ,0.5h)T || to the fluid particle, the
cost for computing the virtual boundary’s contributions is reduced
severely. Overall, an accurate computation of the density contribu-
tion ρi←boundary simplifies to just two evaluations of the kernel:

ρi←boundary = 4W(dred)+8W(dorange) . (13)

To get an improved magnitude of the vector nnni, the magnitude of
the kernel gradient has to be evaluated two times. The final value
for nnni, including the direction, is then obtained by a multiplication
with the normal n̂nn of the fitted plane:

nnni = (4∇W (dred)+8∇W (dorange)) n̂nn . (14)

4. Discussion

Applicability of MLS boundaries: In the previous section, we de-
rived new formulations for computing the density and pressure ac-
celeration of fluid particles at the boundary. These formulations can
be used as a replacement for the boundary contributions in Eqs. (1)
and (2). However, naively fitting each fluid particle’s boundary
neighbors to a plane might fail or even lead to wrong simulation
results in the following cases: first, if a fluid particle does not have
at least three boundary neighbors, a plane is not uniquely defin-
able. Second, while fitting a plane from boundary particles might
be possible, the real boundary and the fitted plane might signifi-
cantly differ, e.g. at corners or edges of a rectangular box. Besides,
if the boundary particles lie exactly in a plane, but the plane has
holes, we also do not want to apply the fitting procedure. This is
because our virtual boundary is always sampled completely. And
therefore, we would lose the information of the holes. For these
reasons, our MLS boundaries are not applicable to the whole sim-
ulation domain.

A solution to these problems is detecting the above cases and
then use the boundary handling of Akinci et al. [AIA∗12]. How-
ever, as a consequence, we handle the transition between the two
boundary handling schemes carefully - for instance, discontinuities
in the density field have to be avoided.

Comparison to mesh-based approaches: If the boundary is given
by a triangle mesh, a typical approach is to sample the boundary
with particles and pre-compute surface normals for each boundary
particle using the normals of the triangles. To compute a normal at
an arbitrary position, the normals of the nearby boundary particles
are interpolated. However, while this technique produces smooth
surface normals in planar regions, it requires the storage of one
normal per boundary particle. In contrast to this, our approach does
not have an additional storage requirement, since the boundary nor-
mals are computed on the fly. Another conceptual difference is that
whether or not our MLS boundaries approach is used is decided by
the fluid particles and not by the boundary itself, i.e. fluid particles
can choose the best model of the boundary’s interface at runtime
and account for errors in the density and normal estimations.
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Algorithm 1 Simulation update for IISPH with MLS boundaries

procedure PREDICT DENSITY

for each fluid particle i do
compute density ρi(t) (1)

for each fluid particle i do
predict velocity vvv?i = vvvi(t)+∆t aaanon-pressure

i (t)

for each fluid particle i do
if FIT PLANE(i) then . MLS boundaries

compute improved normal nnni (14)
compute improved ρi←boundary (13)
recompute density ρi(t) (1)

else . Akinci’s boundary handling
compute normal nnni = ∑b mb∇W ib

predict density ρ
?
i = ρi(t)−∆t ρ

0
i ∇· vvv?i

compute diagonal element aii
initialize pressure pi = 0

procedure COMPUTE PRESSURE . solve PPE
while not converged do

for each fluid particle i do
compute pressure acceleration aaap

i (2)

for each fluid particle i do
compute divergence∇·aaap

i

compute source term si =
ρ

0
i−ρ

?
i

∆t2

update pressure pi = max
(

0, pi +
ω

aii

(
si−∇·aaap

i
))

procedure INTEGRATION

for each fluid particle i do
vvvi(t +∆t) = vvv?i +∆t aaap

i
xxxi(t +∆t) = xxxi(t)+∆t vvvi(t +∆t)

Neighborhood size: Another approach to reduce the erroneous
oscillations at the boundary is to increase the smoothing length
of the SPH kernel. However, even if boundaries are represented
by only one layer of particles, the number of boundary neighbors
per fluid particle grows quadratically with the smoothing length.
Therefore, this approach also dramatically increases the computa-
tion cost. In contrast to this, our approach achieves very good re-
sults in planar regions while only using a small neighborhood size.

5. Implementation Details

In this section, we explain the details of our implementation. There-
fore, we show how our novel MLS boundary handling scheme is
incorporated into a SPH framework, exemplified at the IISPH pres-
sure solver described by Ihmsen et al. [ICS∗14]. Although we em-
bedded our approach only into IISPH, we suppose that it is usable
in any SPH fluid solver that models boundaries with [AIA∗12].

Algorithm 1 summarizes the simulation update. Since our pro-
posed boundary handling scheme should only be applied to fluid
particles near planar boundaries, our implementation of the pres-
sure solver is compatible to [ICS∗14]. The only thing that changed
is the Predict Density procedure. In this procedure, we precompute
and store the coefficients required in the Jacobi update of the pres-
sure solver, e.g. the diagonal element aii. Additionally, we now try

to locally fit a plane from the boundary neighbors of each fluid
particle. If we succeed, then we overwrite the coefficients with the
improved values, i.e. with Eqs. (13) and (14). Otherwise, we keep
them and therefore get the same behavior as in [ICS∗14]. Like
in [ICS∗14], we only need to store seven additional scalar values
per particle. But in contrast to [ICS∗14], we have a slightly in-
creased cost of at most three iterations over a fluid particle’s bound-
ary neighbors: one to compute their barycenter, one to compute
their plane’s normal and another one to check, whether all the fol-
lowing criteria are satisfied - since, as discussed in Section 4, we
have to take care of where to use MLS boundaries. Overall, we
apply our new MLS scheme only for fluid particles if:

• The fluid particle has at least three boundary particle neighbors
to fit a plane.

• The largest determinant in the plane fitting procedure is not zero.
• The largest projected distance of a neighboring boundary particle

to the fitted plane is smaller than a specified threshold, e.g. 0.05h.
This criterion describes how well the boundary particles really
match the shape of a plane.

• We project the fluid particle’s position onto the fitted plane. If the
minimal distance of a neighboring boundary particle to this pro-
jected position is larger than an user-defined threshold, e.g. h, we
do not apply our method, because the plane has a hole beneath
the fluid particle.

• For a smooth transition between the two boundary handling
schemes, neither the deviation of the density nor the pres-
sure force’s magnitude should be larger than 10% compared
to [AIA∗12].

In our implementation, we use compact hashing [IABT11] to
find particle neighbors. Furthermore, we parallelize all computa-
tions with Intel Threading Building Blocks [Phe08]. For the SPH
interpolation, we use the cubic spline kernel [Mon05]. Viscosity
is modeled as proposed by [MFZ97]. If not stated otherwise, we
chose µ = 0.002 for all experiments. Surface tension and adhesion
effects are mimicked as explained in [AAT13].

6. Results

In this section, we compare our novel MLS-based boundary han-
dling method to [AIA∗12]. We used different particle diameters h
for the simulations, yet the SPH smoothing length was always cho-
sen as 2h. The rest density of the simulated fluids was 1000kg/m3

while the largest permissible degree of compression was kept
at 0.1%. We computed all simulations on a 12-core @2.6GHz Intel
Xeon E5-2690 with 32GB of RAM.

Erroneous Speed and Density: First, we compare our new ap-
proach to [AIA∗12] in a simple setting, where 225 fluid particles
are resting on a solid plane (see Fig. 1). We simulated this sce-
nario with a fixed time step ∆t = 0.001s and with a particle diame-
ter h = 0.025m. The plane is inclined at an angle α = 0.6◦, is uni-
formly sampled and has free-slip boundary conditions. Therefore,
we would expect that the fluid particles will slowly begin to slide
down the plane without changing their initial pattern. While this is
not the case for [AIA∗12], with our approach the particles behave
as expected. Furthermore, with the boundary handling of Akinci et
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Figure 4: The simulation setting used for the comparison with the boundary handling scheme of Akinci et al. [AIA∗12]. Left: initial setting.
The red areas show oversampled regions. Middle: as the blue-colored fluid particles move closer to these regions, their computed density is
erroneous. As a result, fluid particles get stuck and can not move past these regions. Even a few particles leak through the boundary. Right:
our proposed MLS-based boundary handling scheme does not suffer from these issues.
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Figure 5: Speed (top) and density (bottom) over time of a fluid
particle that slides down a inclined plane with free-slip boundary
conditions. With our approach the particle’s speed matches exactly
the expected value v(t) = t gsin(α).

al. [AIA∗12] the speed and density of a single tracked particle dif-
fer much from the expected values (see Fig. 5). The particle even
slows down a few times instead of constantly increasing its speed.

Leakage: A second scenario for comparing our approach
with [AIA∗12] is illustrated in Fig. 4. As in the first scenario, we
initialized the fluid above an inclined plane and simulated it with
a fixed time step ∆t = 0.001s and particle diameter h = 0.025m.
Additionally, the three red-colored areas show regions, where the
boundary plane is oversampled by a factor of five, i.e. these regions
are represented by five times more particles than the rest of the
plane. Interestingly enough this degree of oversampling is not un-
usual for scenarios with complex geometric boundaries. Again, as
the fluid particles start to move, with [AIA∗12] they immediately
break up their initial sampling pattern. Due to erroneous computa-
tions of the density and pressure accelerations near the oversampled

regions, even 61 particles leak through the plane. In contrast to this,
the fluid particles neither break up their initial sampling pattern nor
move through the boundary with our new approach - they can even
pass the oversampled regions without experiencing any distortions.

Artificial Boundary Viscosity: Next, we compare our new ap-
proach to [AIA∗12] in a 3D lid-driven cavity scenario. The lid-
driven cavity is commonly used in computational fluid dynam-
ics, e.g. [LVFK14], for evaluating the quality of the simulation.
Thereby, as illustrated in Fig. 6, a viscous fluid is placed inside a
rectangular box. All walls of this box, except the top, have no-slip
boundary conditions. At the top fluid particles move with a constant
speed of 1m/s, driving the fluid under the effect of viscosity. We

1m

1m

0.04m

1m/s

Figure 6: Top: initial setting for the 3D lid-driven cavity scenario.
Velocities are color-coded, where red indicates a high and blue a
low speed. Bottom: compared to [AIA∗12] (left) our method (right)
reduces the artificial viscosity caused by the particle-based bound-
ary handling.
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Figure 7: Top: two breaking dams with a complex geometric boundary at different times and color-coded velocities, where blue corresponds
to a small, red to a high velocity. Bottom: the scene from bird’s eye view. Our MLS boundary handling scheme is applied in the green-colored
planar regions in the two images on the right.

used a rectangular box with dimensions 1m×1m×0.04m. The
particle diameter was h = 0.005m, thus making a total of 320 k
particles. We fixed the time step at ∆t = 0.002s. Furthermore, we
kept the pressure solver’s number of iterations fixed at two to mea-
sure the performance overhead of the solver’s initialization proce-
dure. In order to compare our approach to [AIA∗12], we placed
a two-dimensional sensor plane at the box’s center and measured
the fluid’s speed. As shown in the two bottom images of Fig. 6,
our approach reduces the artificial viscosity effects of the bound-
ary, i.e. the fluids speed is less reduced and therefore the fluid can
reach the bottom wall of the box. This effect can also be seen by
taking a look at the average kinetic energy, i.e. velocity, of a fluid
particle. With our approach, a fluid particle has an average speed
of 161.87mm/s in all simulation steps, while with [AIA∗12] the
average speed is 116.65mm/s, i.e. 28% smaller. Furthermore, our
new boundary handling scheme does not add much performance
overhead to the simulation. In this scenario, many fluid particles
can see the boundary, since the box is thin. Moreover, the boundary
is planar and hence our new method is applicable nearly to all fluid
particles at the boundary. We fall back to [AIA∗12] only at the cor-
ners and edges of the rectangular box. Overall, in this scenario the
cost per simulation step is increased with our new approach only
by 2.5%.

Large-scale Scenario: Finally, to show that our approach can
also handle more complex scenarios, we simulated a fluid
that is represented by 52.3 million particles (see Fig. 7). Fur-
thermore, to improve the visual quality of the simulation,
we added surface tension and adhesion forces as proposed
by [AAT13] with γ = 0.1 and β = 0.01. Each particle has a diame-
ter h = 0.0045m. We used an adaptive time step [IAGT10], which
was on average ∆t = 0.005s. Overall, the average computation time
was 17.87s per simulation step and the pressure solver required an

average of 6.65 iterations. Since the scene has many planar regions,
our MLS boundaries are applicable to a large number of fluid par-
ticles near the boundary. This is indicated in the two bottom-right
images of Fig. 7. Also important to mention is that we get smooth
transitions between regions, where our new approach is applicable
and the non-planar regions, where we use [AIA∗12].

7. Conclusion and Future Work

We presented a novel approach to improve the handling of pla-
nar boundaries in SPH fluid simulations. For that purpose, we first
showed that, due to erroneous oscillations in the density and pres-
sure force calculations, the boundary handling scheme of Akinci et
al. [AIA∗12] suffers from perceivable issues near planar regions.
To address these issues, we combined a particle representation of
boundaries with a MLS technique. Thereby, we first try to locally
fit a fluid particle’s boundary neighbors to a plane. In a next step,
we compute the boundary’s contribution by evaluating the distance
to virtual boundary particles on the fitted plane instead of evaluat-
ing the density and pressure forces for the real boundary particles.
While adding only a small amount of performance overhead, our
approach completely eliminates the problematic oscillations. And
furthermore, it reduces the artificial boundary viscosity caused by
the particle discretization scheme.

As future work, we plan to extent our method to locally recon-
struct more complex surfaces from the boundary particles, other
than planes. Using a more exact representation of the boundary
would have several benefits: first, we may avoid the critical tran-
sition between two boundary handling schemes. And second, miss-
ing contributions of overlapping boundaries could be taken into ac-
count more accurately. This would stabilize the density and pres-
sure force calculations even further. Moreover, we plan to extend
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our approach such that it also stabilizes two-way interactions be-
tween fluids and solid objects.
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